3-Points Convex Hull Matching (3PCHM) for Fast and Robust Point Set Registration

Jingfan Fan\textsuperscript{1}, Jian Yang\textsuperscript{1*}, Feng Lu\textsuperscript{2}, Danni Ai\textsuperscript{1}, Yitian Zhao\textsuperscript{1}, Yongtian Wang\textsuperscript{1}

\textsuperscript{1}Beijing Engineering Research Center of Mixed Reality and Advanced Display, School of Optics and Electronics, Beijing Institute of Technology, Beijing 100081, China
\textsuperscript{2}School of Computer Science and Engineering, and International Research Institute for Multidisciplinary Science, Beihang University, Beijing 100191, China

Abstract—Point set registration plays a crucial role in numerous computer vision applications. This paper proposes a novel and general approach called three-point convex hull matching (3PCHM) for registering two point sets with similarity transform. First, convex hulls are extracted from both point sets. Triangular patches on the surface of convex hulls are specified by predefining their normal vectors, thus guaranteeing that all points are located on the same side of any randomly selected triangle plane. Second, the potential similar triangle pair set is obtained by comparing the length ratio of the edges on the two extracted convex hulls. Thereafter, the transformation parameters for each pairwise triangle are calculated by minimizing the Euclidean distance between the corresponding vertex pairs. Furthermore, a k-dimensional (k-d) tree is used to accelerate the closest point search for the whole point sets. Third, outliers that may lead to significant errors are discarded by integrating the random sample consensus algorithm for global optimization. Experiments show that the proposed 3PCHM is robust even with the existence of noise and outliers and is effective in cases of part-to-part registration and part-to-whole registration.
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1 INTRODUCTION

The development of computer graphics, computer vision, virtual reality, and augmented reality in recent years has increased the research attention on 3D model generation and manipulation techniques. In all relative techniques, registration and alignment are the most important aspects for the quantitative analysis of 3D models. A 3D model can be represented as a mesh or cloud point, and the registration technique aims to find the best matching geometric warping among models at different representations. This technology has significant applications in the fields of photogrammetry, motion tracking, camera pose recovering, and object identification.
In the past two decades, numerous methods have been developed for the registration of point sets and 3D models. The most famous method is the iterative closest point (ICP), which was proposed by Besl and Mckay [1] in 1992. In ICP, the transformation between two different point sets is optimized by minimizing Euclidian distance between every corresponding point pair of two sets. Considering the simplicity and effectiveness of ICP for point sets with relatively small variations, ICP has been widely used in different fields and referenced by numerous studies. However, the ICP algorithm is highly dependent on the initial geometry of registering point sets and can be easily trapped into a local minimum.

Numerous ICP variants have greatly increased our understanding of matching problems. The ICP algorithm generally assumes that the points to be registered have homogeneous Gaussian noise. On the basis of this hypothesis, Granger et al. [2, 3] extended the ICP algorithm by using expectation–maximization (EM) principles to estimate the Gaussian weights of the matches, thus resulting in the EM–ICP algorithm. They also proposed a coarse-to-fine annealing scheme to avoid local minimum. By decimating the point sets, the computation time explosion at coarse levels can be reduced. EM–ICP provides better repeatability, superior accuracy, and higher computation efficiency than the original ICP. Instead of calculating the one-to-one corresponding relationship between each point by using the nearest neighbor criterion, Myronenko [4, 5] and Jian et al. [6] assumed that each model point corresponds to a weighted sum of the scene points; thus, the point sets can be represented as Gaussian mixture models (GMMs). Point set registration can also be used to align two Gaussian mixtures by minimizing their discrepancies. Rather than providing additional prior affinity measures [7] for ICP algorithms, GMM-based algorithms [8] statistically estimate the discrepancy between point sets and significantly improve the computational accuracy and robustness of point set registration.

ICP variants generally employ the Euclidean distance as the distance metric. The Euclidean distance theoretically guarantees that corresponding matches can be found by tentative iterations. However, some of these algorithms are rendered ineffective by noise, occlusion, and partial point scarcity. An effective way to modify the distance metric with respect to the whole point set is to find local invariant features [9], such as surface orientation [10], curvature [11], and normal [12] or congruent shapes [13]. Some algorithms aim to establish a pairwise relationship and distinguish a limited number of invariable features from numerous points with respect to similarity transformation, thus resulting in a significant reduction in computation complexity. However, feature extraction and matching procedures are sensitive to imaging noise and resolution. Thus, higher levels of geometric descriptors such as shape contexts [14, 15], spin images [16], similarity graphs [17], and log-polar height maps [18] have been proposed for point set registration. These approaches generally integrate structural or topological information into the registration scheme, thus allowing the accurate estimation of camera parameters under poor initialization and the handling of partial or missing structures. Unfortunately, these techniques are ill suited for point sets with
unknown densities or sparse distributions. Furthermore, localization uncertainty for point sets may be highly anisotropic because of different imaging techniques. Therefore, the commonly assumed isotropic noise distribution for point sets can be deemed as an ill-posed theorem, thus leading to the use of SoftICP [19], SoftAssign [20], or A-ICP [21] for the estimation and refinement of tentative correspondences by the integration of anisotropic weight estimation.

Given that iterative optimization is needed to minimize the sum of squared distances between corresponding points, several strategies have been designed to improve the effectiveness of registration procedures (e.g., the Levenberg–Marquardt (LM) algorithm [22], dynamic programming [23, 24], annealing scheme [25], and multi-resolution strategies [26]). The LM–ICP [22], which is capable of yielding a large basin of convergence than common techniques, is proposed by integrating the LM algorithm into the optimization kernel function. The random sample consensus (RANSAC) algorithm [27] iteratively estimates the parameters of a predefined model of observed data by removing outliers; this method is effective for refining the results of point set registration [28, 29]. The four-point congruent sets (4PCS) approach is proposed by extracting all coplanar four-point set from source point sets that are approximately congruent to the given set of coplanar four-point in the target point sets under rigid transformation [13]. By integrating the RANSAC algorithm, the 4PCS is capable of calculating the global transformation by using a set of sampling coplanar points. On the contrary, recent developments in graphics hardware and software have motivated people to accelerate registration procedures by parallelization [30] and graphics processing unit (GPU) [31] implementations, which have been widely acknowledged as effective ways for fast registration.

All of the above-mentioned methods have greatly improved the technique of point set registration. However, given that the complexity of the registration problem is closely correlated with the noise distribution, density, and sparsity of two point sets, many challenges for robust point set registration still exist. We propose a novel three-point convex hull matching (3PCHM) method on the basis of previous studies. First, convex hulls are extracted from both point sets to be registered. The specification of triangle patches is then conducted by using normal vectors on the convex hulls. Thereafter, a similar triangle pair set is obtained by comparing the length ratio of each triangle on the convex hull of the two point sets; this step also assists the computation of the scaling factor for the similarity transformation. The optimization of the transformation parameters including the rotation and translation for each triangle pair is realized by minimizing the Euclidean distance between the corresponding vertex pairs. Pairs that may lead to significant errors are discarded by using the RANSAC algorithm to achieve global optimization. The main contribution of the proposed algorithm is twofold: first, considering that the invariant property of the extracted 3D convex hull is used for point set registration, the process is independent of the initial pose and the alignment of point sets. Second, the registration procedure is robust and efficient with respect to the initial transformation because of the utilization of limited number triangle pairs for computation.
2 Method
Suppose we have two finite sized point sets with similarity transformation to be registered. Let \( P = \{ p_1, p_2, \ldots, p_{N_p} \} \) represent the source point set and \( Q = \{ q_1, q_2, \ldots, q_{N_q} \} \) represent the target point set. Both \( P \) and \( Q \) are assumed subsets of the vector space \( \mathbb{R}^3 \). \( N_p \) and \( N_q \) are the number of \( P \) and \( Q \) respectively. The registration approach is addressed to obtain the optimal transformation between spaces. Fig. 1 shows the basic procedural flow of the 3PCHM algorithm with its key processes. The registration procedure can be divided into the following stages:

a) The first stage is the formation of the convex hull and involves the extraction of the convex hull of both 3D point sets.

b) The second stage is triangle matching, wherein the length ratios of each triangle are computed and ordered. Thereafter, similar triangles are paired by comparing the length ratio vectors.

c) For the third stage, the above procedure is conducted iteratively for all possible triangle pairs for both sets to obtain the most similar pair that can yield the best possible similarity transformation. Both point sets are then affined with this transformation.

d) Thereafter, this transformation is optimized iteratively by using the RANSAC global optimization method until the number of inliers reaches the maximum. The optimization proceeds to guarantee that the number of outliers is minimized by this phase in every recursion.

e) The output of the proposed algorithm is the final registration result obtained by registering the two point sets by using this optimized transformation.
Fig. 1. Flow chart of the 3PCHM algorithm. A: Formation of convex hull. B: Triangle matching and registration. C: Global optimization.

A. Formation of the convex hull
The convex hull of a set of 3D points is the minimum convex combination that contains all points, which are commonly used to represent the extension ranges of the point sets. The convex hull of a point set has the following three properties:

a) The convex hull is unique for a defined point set.
b) The structure of the convex hull is affine invariant.
c) The calculation of convex hull is simple and fast.
Fig. 2. Schematic of the convex hull extracting procedure. (a) shows the convex hull extraction for a curved surface in different location. (b) shows the visualization of the bunny point set, its corresponding convex hull, and a triangle for matching on the convex hull.

Therefore, the convex hull is suitable for registering point sets by affine transformations because point sets are usually polluted by amplitude noises or outliers, which may change the topological structure of the convex hull. We first denoised the inputs by classifying the distances of local neighboring points. If the distance between two closing points is considerably larger than the distance of a neighboring point, the neighboring point is deemed as an outlier and is removed. Thus, the convex hull from the point sets can be guaranteed consistent and uniform. Fig. 2 (a) shows the extraction of the convex hull of the curved surface. The first figure in Fig. 2 (a) depicts convex hull $S_1$, wherein two triangles ($ABC$ and $BCD$) are chosen on the surface of the convex hull. The next figure in the first row shows the zoomed out figure of the same convex hull $S_1$ depicted as $S_2$. The figure shows that the concept of convex hull is independent of scaling and rotation as triangles $A'B'C'$ and $B'C'D'$ remains the same as $ABC$ and $BCD$. The first column in Fig. 2 (b) shows the 3D visualization of the bunny set followed by the extracted convex hull and a chosen triangle on the surface of the convex hull of the bunny set.

For a finite size point set: $P \in \mathbb{R}^3$, $S(P)$ define the convex polyhedron surface consisting of all points in point set $P$. 
and can be represented as follows:

\[ S(P) = \{ p \mid p \in P \& p \notin S(P \setminus \{ p \}) \} \]  

Point \( p \) in \( P \) is considered the vertex of \( S(P) \) if \( p \) satisfies the following condition:

\[ p \notin S(P \setminus \{ p \}) \]  

From the above equations, the convex hull of \( P \) is represented as the convex polyhedron based on the vertices in \( \mathbb{R}^3 \). In the proposed approach, the convex hull is considered the finite set of directed triangle facets. A directed triangle facet \( F \) can be represented by using three sequential vertices: \( v_a, v_b, \) and \( v_c \). Furthermore, the cross product of the ordered vertices is denoted by \( \overline{\text{Norm}}_F \) and can be described as follows:

\[ \overline{\text{Norm}}_F = (v_b - v_a) \times (v_c - v_b) \]  

The definition of the ordered points must satisfy that the cross product \( \overline{\text{Norm}}_F \) of the vertices denotes the inner side of the whole point sets and in the right-handed coordinate system. Thereafter, the directed triangle facet \( F \) can be parameterized as follows:

\[ F = \{ v_a, v_b, v_c, \overline{\text{Norm}}_F \mid v_a, v_b, v_c \in V(P) \} \]  

where \( V(P) \) means the vertices of the convex hull of \( P \).

In computation geometry, the convex hulls can be attained effectively by numerous algorithms. Computation geometry involves tracing the most efficient and clearest description of the convex polyhedron. The output-sensitive-based procedure [32] is applied to obtain the 3D convex hull. The observed computational complexity is \( O(n \log h) \), where \( h \) denotes the number of facets of the corresponding convex hull and \( n \) is the number of points in the point cloud \( P \). Fig. 2 (b) depicts the convex hull extraction of the Stanford Bunny point set [33]. The figure shows the bunny point set followed by the actual shape of the point set in 3D space and the extracted convex hull with a triangle chosen randomly on the surface of the convex hull.

**B. Triangle matching and registration**

A partial triangle matching approach is proposed to identify the correspondences between the two point sets once the extraction of the convex hull is performed. Matching all points in the two point sets directly is computationally expensive and difficult. Thus, the matching of two triangles on the convex hulls of both the point sets is conducted to obtain the best transformation result for the given pair of sets. To find the matching triangles in both point sets, the following procedure is applied:

a) The length of the edge for each triangle is calculated and ordered. The ratios of the three edges, including the maximum
to minimum, maximum to median, and median to minimum, are also calculated to form the length ratio vectors.

b) The triangle in point set $P$ is matched with the triangle in point set $Q$ to find a similar triangle with the minimum Euclidean distance error of the length ratio vector.

The optimization procedure will be skipped if the two triangles are dissimilar within the tolerant error. The proposed approach will not enumerate all triangles, thus greatly improving the computational efficiency.

Suppose $\{p_i\}$ and $\{q_i\}; i = 1, 2, 3$ are vertices of two triangles from point sets $P$ and $Q$, respectively. The registration procedure will then involve the identification of the similarity transformation $T(R, \hat{s}, s)$ that provides the minimum square value of the Euclidian distance between the following two triangles:

$$T' = \arg \min_{R, \hat{s}, s} \sum_{i=1}^{n} \left\| q_i - (sR p_i + t) \right\|^2$$

where $\hat{t}$ is a $3 \times 1$ translation vector, $R$ is a $3 \times 3$ rotation matrix, $s$ is the scaling factor, and $n$ is the number of vertices. The rotation matrix $R$ can also be parameterized by three rotation angles, namely, $\theta_x$, $\theta_y$, and $\theta_z$, with respect to the $x$, $y$, and $z$ axes. The translation vector $\hat{t}$ can be parameterized by $t_x$, $t_y$, and $t_z$ with respect to the $x$, $y$, and $z$ axes, respectively. The similarity transformation can then be defined with seven unknown parameters as follows:

$$T(R, \hat{s}, s) = \begin{bmatrix}
\cos \theta_x \cos \theta_y \cos \theta_z & \sin \theta_x \sin \theta_y \cos \theta_z - \cos \theta_x \sin \theta_y & \cos \theta_x \cos \theta_y \sin \theta_z + \sin \theta_x \sin \theta_y & t_x \\
\cos \theta_x \sin \theta_y \cos \theta_z & \sin \theta_x \sin \theta_y \sin \theta_z + \cos \theta_x \cos \theta_y & \cos \theta_x \sin \theta_y \cos \theta_z - \sin \theta_x \sin \theta_y & t_y \\
-\sin \theta_x & \sin \theta_y \cos \theta_z & \cos \theta_y \cos \theta_z & t_z \\
0 & 0 & 0 & 1 \end{bmatrix}$$

The alignment task for the two triangles can be solved by the least-squares estimation method developed in [34].

If all points are used to optimize the transformation relationship during the registration process, the amount of calculation will be large for dense point sets. To improve the registration efficiency and reduce the influence of initial estimation, this study employs the principle of the local matching algorithm to realize the global registration of the whole point sets. Considering that three points are the basis component for registration, we randomly extract three adjacent points on the convex hull of point set $P$. The composed triangle is then matched with the triangle in $Q$ by determining the length ratio. Thus, all matching can provide an optimized transformation, which is then further used to perform the global optimization of the whole point sets by RANSAC optimization. The detail is shown in Table 1.
Table 1. Pseudocode for Algorithm 1.

<table>
<thead>
<tr>
<th>Algorithm 1: STM (Similar triangles matching)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> Two triangles ( { p_i } ) and ( { q_j } ).</td>
</tr>
<tr>
<td><strong>Output:</strong> The best similarity transform ( T_{ij}^* ) between the similar triangle pair.</td>
</tr>
</tbody>
</table>

1. Calculate the lengths of the edges which form the length vectors in decreasing order, we have \( \{ l_1^p, l_2^p, l_3^p \} \) and \( \{ l_1^q, l_2^q, l_3^q \} \); \( l_1^p \geq l_2^p \geq l_3^p \), \( l_1^q \geq l_2^q \geq l_3^q \).
2. Calculate the ratio vectors of the lengths, we have \( \{ r_1^p, r_2^p, r_3^p \} = \left( \frac{l_1^p}{l_2^p}, \frac{l_2^p}{l_3^p}, \frac{l_3^p}{l_1^p} \right) \) and \( \{ r_1^q, r_2^q, r_3^q \} = \left( \frac{l_1^q}{l_2^q}, \frac{l_2^q}{l_3^q}, \frac{l_3^q}{l_1^q} \right) \).
3. \( \text{if} \) the condition \( \| r_1^p - r_1^q \|^2 \approx \| r_2^p - r_2^q \|^2 \approx \| r_3^p - r_3^q \|^2 \) is in a minimal predefined threshold value \( \delta \) \( \text{then} \)
4. \( \text{Calculate the scale of these two triangles} \)
   \[ s = \text{average} \left( \frac{l_1^p}{l_1^q}, \frac{l_2^p}{l_2^q}, \frac{l_3^p}{l_3^q} \right) \]
5. \( \text{else} \)
6. \( \text{return} \) matching false
7. \( \text{end if} \)
8. Calculate the best similarity transform by equation (5)
9. \( \text{return} \ T^* \)

C. Global optimization

According to the above calculation procedure, every triangle in point set \( P \) is paired with a triangle in point set \( Q \) on the basis of a similar property. Furthermore, we can obtain a transformation \( T \) for each matching pair. The total number of transformation for point sets \( P \) and \( Q \) is \( N_P \times N_Q \). However, because of noise interference and local structure deformation, many false triangles may be included for matching. To improve the registration accuracy, the RANSAC optimization method is used to remove false matching triangles in this section. The RANSAC algorithm, proposed by Fischler et al. [27], is a general parameter estimation approach designed to extract inlier models, which can effectively restrain the influence of noise and singular point, from the input data. The principle idea of RANSAC optimization is to remove correspondence pairs that may lead to large matching errors of the whole point sets. The optimization process can be defined as follows:

a) In every iteration step, three noncollinear random pairs of correspondences on the convex hull are extracted to refine the
matching transformation defined in Equation (5).

b) The obtained transformation $T'$ is used to transform the vertex of the source point sets to the target coordinates. Thereafter, the similarity of the two point sets can be obtained and recorded.

c) The inlier and outlier correspondences are classified by the following thresholding function:

$$c(v^p_i) \in \begin{cases} C_{inlier}, & \| T'^*(v^p_i) - v^Q_{c_i(v^p)} \| \leq \delta, \quad i = 1, \ldots, N_{r(p)} \\ C_{outlier}, & \text{else} \end{cases}$$  \hspace{1cm} (7)

where $\| \|$ is the Euclidean distance between two closest points, wherein the corresponding index $c(v^p_i)$ of the closest point of $v^Q_{c_i(v^p)}$ to the transformed point $v'^p_i$ is calculated by the k-dimensional (k-d) tree classification.

d) All inlier correspondences are used to optimize the best transformation between the two point sets. The number of inlier correspondences of the current iteration is recorded as $\tau_i$.

e) For every iteration step, current $\tau_i$ is compared with the previous iteration $\tau_{i-1}$, which is used to validate the effectiveness of the current calculation step.

f) The calculation is terminated until we obtain the maximum number of inlier correspondences. The more details are shown in Table 2.

For our registration technique, the RANSAC algorithm is integrated into the registration process to optimize the global transformation between the two point sets. For each triangle in $P$, we find a matching triangle in $Q$ and obtain the best transformation $T^*_i$ between two triangles. To evaluate the validity of each transformation, we calculate the Euclidian distance of every point between $T^*_i(P)$ and $Q$ and record the number of points with the distance error less than a predefined threshold of $\delta$. In this study, the closed point query is calculated by using the k-d tree based algorithm [35], which has a calculation efficiency of about $O(\log_2N_{\theta})$. The integrated RANSAC algorithm can guarantee global transformation by randomly extracting triangles on the convex hull and registering them together. When the iteration proceeds, the transformation $T_{opt}$ with the maximum number of inlier points is adopted as the best transformation between these two point sets.
Table 2. Pseudocode for Algorithm 2.

**Algorithm 2: 3PCHM (3-Points Convex Hull Matching)**

**Input:** Two point sets $P$ and $Q$ with arbitrary position and orientation having cardinality $N_P$ and $N_Q$ respectively.

**Output:** The best similarity transform $T_{opt}$ leading the minimum Euclidean distance between the two point sets $P$ and $Q$.

1: Set the initial max number of inliers $\tau \leftarrow 0$.
2: $S(P) \leftarrow \text{CalculateConvexHull}(P)$
3: $S(Q) \leftarrow \text{CalculateConvexHull}(Q)$
4: Build initial k-d tree of point set $P$
5: for $i = 1$ to $L$ do \{RANSACLOOP\}
6: \hspace{1em} $B \leftarrow \text{RandomSelectTriangle}(S(P))$
7: \hspace{1em} for all triangle facets $F_j \in S(Q)$ do
8: \hspace{2em} $T_j \leftarrow \text{STM}(B, F_j)$ \hspace{0.5em} (using Algorithm 1)
9: \hspace{1em} Find inlier point set $C_{inlier}$
10: \hspace{1em} if $n(C_{inlier}) > \tau$ then
11: \hspace{2em} Update the max number of inliers $\tau \leftarrow n(C_{inlier})$
12: \hspace{2em} Update the best transform matrix $T_{opt} \leftarrow T_j$
13: \hspace{1em} end if
14: end for
15: end for
16: return $T_{opt}$

3 EXPERIMENTAL RESULTS

To evaluate the performance of the proposed algorithm, a series of experiments on simulated data sets is designed to test the effectivity and robustness of the algorithm on different noise scales, initial rotational angles, and scaling factors. Moreover, a series of data sets are simulated to evaluate the effectivity of our algorithm on partial registration and part-to-whole registration. The registration accuracy is evaluated by the root-mean-square (RMS) error, which is calculated as the summary of the Euclidian distances of every corresponding point pair between the source and target point sets. Furthermore, experiments
are designed to evaluate the recovery abilities of the transformation parameter. For each designed experiment, our algorithm is compared with the LM–ICP [22], EM–ICP [2, 3], and 4PCS [13] algorithms as mentioned in the first section. Without loss of generality, the simulated data sets are generated by the parameter ranges listed in Table 3. For each designed experiment, the source point set is randomly selected from the publicly available point set repository. The target point set is then generated from the source point sets by using the randomly generated parameters in the predefined ranges. The programming environment is UNIX, and all experiments are performed on a relatively low cost PC with 16 GB RAM and a 3.4 GHz Intel CPU.

Table 3. Transformation parameters for the simulated data.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Parameters</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotation</td>
<td>$\theta_x, \theta_y \text{ and } \theta_z$</td>
<td>[30°, 60°]°</td>
</tr>
<tr>
<td>Translation</td>
<td>$t_x, t_y \text{ and } t_z$</td>
<td>[100, 300]</td>
</tr>
<tr>
<td>Scale</td>
<td>$s$</td>
<td>[0.8, 1.2]</td>
</tr>
<tr>
<td>Noise</td>
<td>$\sigma$</td>
<td>2.0</td>
</tr>
</tbody>
</table>

The range of the parameters is selected while considering the following scenarios: first, the angle of rotation is chosen to be in the range of [30°, 60°]° because we want to compare the relative performance of different algorithms in different situations such as partial or part-to-whole registration. Some algorithms do not function in cases when the rotation angle is higher than 60°. Thus, we try to select a range that can obtain results for every algorithm in this study to obtain reasonable analysis results. Second, for choosing a range for translation, we set the range at [100, 300]. This range is selected because our data has been already normalized on the scale of 0 to 100. To avoid the overlapping and interpolation of data and to check the performance of the algorithm in practical difficulties, the range is chosen as above. As far as scaling is concerned, we decide to use a scaling factor of 20%. Thus, the range is chosen to be 20% zoomed in to 20% zoomed out to the actual scaling of the point. These chosen ranges are reasonable enough for practical experimentation after the comparative study.
Fig. 3 shows the performance of 3PCHM in the presence of noise and outliers. The frog data set is obtained from the Aim@SHAPE Shape Repository [36]. The blue image shows the original point set, whereas the next images of red point sets are generated by randomly translating every point of the frog data in 3D space. The translations for each point in the three axis of the frog data are independent and the amount of translation is under controlled Gaussian distribution with standard deviations of $\sigma = 1.0$, $\sigma = 2.0$, $\sigma = 4.0$, and $\sigma = 8.0$. In the registration result, the appearance of the color purple is due to the overlapping of the blue and red point sets. The experiment shows that the number of outlier increases with increasing noise levels. However, the result of the registration procedure is still accurate and is unaffected by the presence of noise.
Fig. 4 shows the relative performance of 3PCHM in the presence of noise and outliers with LM–ICP, EM–ICP, 4PCS, and 3PCHM. The mean of the box plots helps relate the estimated errors of all methods with increasing Gaussian noise levels. The estimated error increases considerably for LM–ICP and EM–ICP with increasing noise levels. One major observation in this result is the increase in the error for 4PCS; however, the magnitude increases insignificantly. The same result applies to the proposed 3PCHM algorithm. The mean errors estimated at $\sigma = 0.5$ for LM–ICP, EM–ICP, 4PCS, and 3PCHM are 1.01, 1.65, 0.90, and 0.94, respectively; the errors estimated for the aforementioned methods are 5.87, 3.71, 4.68, and 4.12, respectively, with maximum error encountered of 14.85, 14.37, 12.21, and 11.28, respectively (Fig. 4). The increase in estimated error for 3PCHM is minimal compared with all other methods.
Fig. 5 shows the effect of rotation on algorithm performance. The Buste point data is obtained from the Aim@SHAPE Shape Repository [36]. Fig. 5 shows the registration results between a static source point set and another point set that is rotated at an angle in the range of \([0, 180]°\) with a difference of 30°. The distance maps show the estimation error directly. The mesh in green shows the mean error that is limited to zero, and the errors increase as the mesh approaches the color blue or red. The third row shows the zoomed in part of the figure that contains more visible errors than the rest of the figure. Each part shows some red or blue areas where the estimation error is encountered. However, the area the encounters errors is reasonably small compared with the whole figure and that the extremes of the color bar are untouched, that is, the error is not located on the extremes of the error scale. The max error estimated is below 2.5 units.
Fig. 6 shows the estimated error of 3PCHM compared with LM–ICP, EM–ICP, and 4PCS against the rotational angle. The figure shows that the error estimated for both LM–ICP and EM–ICP increases significantly with increasing rotational angle. The mean errors estimated at 60° for LM–ICP, EM–ICP, 4PCS, and 3PCHM are 2.83, 2.15, 1.87, and 1.64 with a maximum possible error being 8.61, 5.79, 4.40, and 4.00, respectively. For the largest possible angle (i.e., 180°), the maximum errors encountered are more than 20.0 for LM–ICP and EM–ICP and more than 4.0 for 4PCS and 3PCHM with a mean error of 5.57, 6.43, 1.78, and 1.61, respectively. The evaluation shows that the performance of 3PCHM is better than LM–ICP, EM–ICP, and 4PCS in rotation cases, and the proposed algorithm is almost unaffected by the rotation of the point set.
Fig. 7 shows the effect of scaling on the performance of all algorithms. The error estimated increases from a maximum of 12.43 for a 0.5 scaling factor to 18.77 for a scaling factor of 3.0 for LM–ICP. The same pattern applies to EM–ICP and 4PCS. For 3PCHM, the pattern ranges from a maximum of 4.91 for a 0.5 scaling factor to 4.27 for a 3.0 scaling factor. This amount is considerably small compared with the estimated error for other algorithms. The mean errors estimated for LM–ICP, EM–ICP, 4PCS, and 3PCHM at a scaling factor of 0.5 are 4.37, 3.01, 2.38, and 2.07. At a scaling factor of 3.0, the errors are 5.79, 4.08, 1.85, and 1.73 with a maximum error of 18.74, 10.97, 5.02, and 4.30, respectively.
Fig. 8 shows the registration results for different sampling densities. The Happy Buddha data set is obtained from the Stanford 3D Scanning Repository [33]. The different sampling densities of the point sets are obtained by choosing a specific percentage of points from the whole point set and applying random translation, rotation, and scaling in the predefined range. Fig. 8 indicates that the color of the last entry is the brightest of all results because the last entry has 80% of the points in one set and 100% in the other. The accurate registration results obtained with 3PCHM shows the efficiency of the proposed algorithm.
Fig. 9. Comparison of different algorithms with varying sampling densities.

Fig. 9 shows the performance of LM–ICP, EM–ICP, 4PCS, and 3PCHM for different sampling densities. The box plots illustrate that the performance of LM–ICP, EM–ICP, and 4PCS exhibits high variations when the density is low (approximately 10% to 40%). After the density increases from 40% to 100% and the set tends nears completion, the performance of LM–ICP and EM–ICP improves, thus showing the efficiency of these methods. For 10% of the sampling density, the mean errors estimated for LM–ICP, EM–ICP, 4PCS, and 3PCHM are 4.74, 3.21, 2.23, and 1.90 with a maximum error of 13.38, 8.21, 5.67, and 5.02, respectively. For 100% of the registration of two complete point sets, the mean estimated errors for LM–ICP, EM–ICP, 4PCS, and 3PCHM are 2.61, 1.98, 2.36, and 1.83, respectively.

Fig. 10. Experimental results of the part-to-whole registration. Top row: source point set (blue points) and target point sets (red points) with varying ratios of a random part of the source point set. Bottom row: registration results of the source and target point sets.
Fig. 10 shows the performance of 3PCHM in the case of part-to-whole registration. The Lion point data set is obtained from the Aim@SHAPE Shape Repository [36]. The blue point sets in the first row denote the original data set. The second, third, and fourth columns show 10%, 40%, and 70% of the horizontal points of the source point set, respectively, whereas the fifth, sixth, and seventh columns show 10%, 40%, and 70% of the vertical points of the source point set, respectively. The second row shows the registered results of the source to the point sets corresponding to the first row. The purple color in the second row shows the overlapped area. This finding proves that the proposed algorithm is capable of registering point sets with a different ratio of partial point sets to whole point sets. Even under a 10% sampling density for the whole points, the two point sets are registered accurately.

Fig. 11 shows the error distribution of LM–ICP, EM–ICP, 4PCS, and 3PCHM in the case of part-to-whole registration. Considering that the degree of completeness increases for the point set, the estimated error for the registration results is decreased considerably for both LM–ICP and EM–ICP. For 20% part-to-whole registration, the mean errors encountered for LM–ICP, EM–ICP, 4PCS, and 3PCHM are 8.73, 7.40, 6.41, and 2.38, respectively. For 100% part-to-whole registration, the maximum errors are 7.37, 5.10, 5.82, and 4.97 for LM–ICP, EM–ICP, 4PCS, and 3PCHM, respectively. Thus, if we try to perform registration by using LM–ICP and EM–ICP for part-to-whole point sets, the error encountered is considerably large. For 4PCS, the same pattern follows this algorithm only with a minor difference with the mean error estimated at each level of the part being analyzed. In case of 3PCHM, the performance is consistent with small errors, which decrease the part of the point set toward completeness.
Fig. 12 shows the performance of 3PCHM in part-to-part registration. The fertility point data set is obtained from the Aim@SHAPE Shape Repository [36]. The blue point set in the first row denotes the original data set, and the right four columns show 10%, 30%, 50%, and 70% overlapped parts for the source point set. The second row shows the registered results of the source to the point sets corresponding to the first row. The purple color in the second row denotes the overlapped area. This figure indicates that the proposed algorithm performs well with 30%, 50%, and 70% ratio overlapping point sets. However, the registration task fails for 10% overlapping data because the two point sets are registered incorrectly. The result shows that the proposed algorithm requires a certain percentage of overlapping for the two registration point sets, wherein a 10% percent overlap is insufficient for the registration technique.
Fig. 13 shows the error distributions of LM–ICP, EM–ICP, 4PCS, and 3PCHM for part-to-part registration. For 100% overlap data, all four methods reach an accurate registration and the mean errors are lower than 3.0. The four algorithms perform differently with decreasing overlap. Both the LM–ICP and EM–ICP algorithms are sensitive to the overlapping ratios, that is, the registration errors increase significantly with decreasing overlapping ratios. When the overlapping ratio decreases to 60%, LM–ICP and EM–ICP obtain errors larger than 10.0. The 4PCS method works even when the overlapping ratio decreases to 40%, and the mean error maintains an acceptable error of 4.07. The 4PCS is also ineffective for 20% and 30% overlaps. This result shows that the proposed 3PCHM is effective and robust and obtains the minimum registration errors for overlapping rates larger than 20%.
Table 4. Comparison of the transformation parameter estimation capabilities with varying algorithms for the part-to-whole and part-to-part registrations.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Ground truth</th>
<th>LM-ICP</th>
<th>EM-ICP</th>
<th>4PCS</th>
<th>3PCHM</th>
<th>( \theta ) ( \hat{\theta} ) ( % )</th>
<th>t ( \hat{t} ) ( % )</th>
<th>s ( \hat{s} ) ( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part</td>
<td>50%</td>
<td>30.55</td>
<td>45.98</td>
<td>20.62</td>
<td>61.7%</td>
<td>73.83</td>
<td>76.44</td>
<td>77.21</td>
</tr>
<tr>
<td>to</td>
<td>4PCS</td>
<td>32.71</td>
<td>29.99</td>
<td>28.12</td>
<td>10.9%</td>
<td>75.27</td>
<td>74.70</td>
<td>76.23</td>
</tr>
<tr>
<td>3PCHM</td>
<td>30.17</td>
<td>30.75</td>
<td>28.91</td>
<td>4.4%</td>
<td>75.37</td>
<td>75.14</td>
<td>75.29</td>
<td>75.72</td>
</tr>
<tr>
<td>Part</td>
<td>50%</td>
<td>29.62</td>
<td>34.13</td>
<td>55.10</td>
<td>78.1%</td>
<td>71.86</td>
<td>76.53</td>
<td>83.61</td>
</tr>
<tr>
<td>to</td>
<td>4PCS</td>
<td>15.34</td>
<td>42.13</td>
<td>24.04</td>
<td>47.3%</td>
<td>64.27</td>
<td>79.12</td>
<td>73.79</td>
</tr>
<tr>
<td>3PCHM</td>
<td>30.85</td>
<td>30.43</td>
<td>31.17</td>
<td>4.8%</td>
<td>75.07</td>
<td>74.35</td>
<td>74.89</td>
<td>0.8%</td>
</tr>
</tbody>
</table>

Table 4 shows the performance of transformation parameter estimation for the LM–ICP, EM–ICP, 4PCS, and 3PCHM algorithms in for part-to-whole and part-to-part registrations, wherein algorithms are validated on 50% of points overlapping.

In this table, \( \theta \), \( t \), and \( s \) are the estimated rotation, translation, and scaling parameters, respectively; \( \hat{\theta} \), \( \hat{t} \), and \( \hat{s} \) are the corresponding grand truths. \( \frac{1}{3} \sum_{x,y,z} \left| \frac{\theta - \hat{\theta}}{\hat{\theta}} \right| \cdot 100\% \) and \( \frac{1}{3} \sum_{x,y,z} \left| \frac{t - \hat{t}}{\hat{t}} \right| \cdot 100\% \) are the relative estimation errors of the rotation and translation parameters over the x, y, and z axes, whereas \( \frac{|s - \hat{s}|}{\hat{s}} \cdot 100\% \) is the relative estimation error of the scaling factor.

For part-to-whole registration, the result shows that the relative registration errors of rotation for LM–ICP, EM–ICP, 4PCS, and 3PCHM are 61.7%, 40.4%, 10.9%, and 4.4%, respectively. The relative errors of translation for LM–ICP, EM–ICP, 4PCS, and 3PCHM are 3.8%, 4.4%, 1.7%, and 0.6%, respectively. For part-to-part registration, the relative registration errors of rotation parameters for LM–ICP, EM–ICP, 4PCS, and 3PCHM are 78.1%, 47.3%, 10.4%, and 4.8% with corresponding relative translation errors of 3.8%, 4.4%, 1.7%, and 0.6%, respectively. For the scaling factor estimation by LM–ICP, EM–ICP, 4PCS, and 3PCHM, the relative errors are 16.7%, 19.2%, 1.7%, and 0.8% for part-to-whole registration, respectively, and 15.8, 15.0%, 0.8%, and 0.0% for part-to-part registration, respectively. Therefore, 3PCHM obtains the best estimation results of all the transformation parameters for part-to-whole and part-to-part registrations.
Fig. 14. Registration results of data sets with varying modalities. First row: A1 is the point set obtained from the 3D scanner, whereas A3 is the point set obtained from the CT image. Second row: B1 and B3 represent the CT and MRI images, respectively. Third row: C1 and C3 represent the point sets obtained from the CT image of the left and right shoulders, respectively. The first and second columns show the source data sets and their corresponding surface renderings. The third and fourth columns show the target data sets and their corresponding surface renderings. The fifth column shows the distance color map of the registered results, and the sixth column shows the color bar and the corresponding histogram of the distance errors.

The proposed 3PCHM algorithm in this study is effective for the simulated point set data and can be applied flexibly to real point sets with different acquisition modalities such as MR and CT. We test the registration performance of real point sets by using the proposed algorithm (Fig. 14). We choose three different representative real data point sets for experimentation. Figs. 14 (A1) and 14 (A2) show the point set and surface data of a human face obtained by a commonly available 3D scanner, whereas Figs. 14 (A3) and 14 (A4) show the point set and surface data extracted from the CT data scanned by the clinical CT devices of the same person in (A1) and (A2). Figs. 14 (B1) and 14 (B3) show two image slices of CT and MRI volume data of the same person, and these data sets have rigid transformations and are obtained from a publicly available data repository [37]. Figs. 14 (C1) and 14 (C2) show the point set and surface data of the left shoulder bone, whereas Figs. 14 (C1) and 14 (C2) show the point set and surface data of the right shoulder bone of the same person. The fifth column shows the corresponding registered results in the form of a distance color map, whereas the sixth column shows the color bar.
diagrams corresponding to the fifth column. These results are meaningful registration problems because they can be applied in real clinical scenarios for diagnostic purposes.

For the first data sets, a total of 25367 and 326548 points were extracted from the scanner data and the CT data. This result shows that for the scanner data, almost all points are distributed on the surface of the face. For the CT data, many points are distributed inside the head (in addition to the surface of the head) because we use a simple threshold to extract the surface and the anatomic structures of the brain with the same intensity ranges. The proposed algorithm can register these two data sets together even under high noise levels, and about 92% of the total points have errors of less than 1.5 units. The second row highlights the registration of data acquired from different imaging modalities. Registering these data together is difficult because their intensity distributions are different. These two data sets are acquired at different times and contain motion artifacts. However, the proposed 3PCHM can achieve accurate initial similarity transformation estimation, which can be used to refine voxel-to-voxel non-rigid warping. For this experiment, about 94% of the total points have errors of less than 1.5 units. The third data sets are designed to register the left shoulder joint with that of the right shoulder joint. This type of registration is useful in orthopedics for the diagnosis and treatment of joint problems. Our experiment shows that about 96% of the total points have errors of less than 1.5 units. All these real data sets are registered with high accuracy. Therefore, the 3PCHM algorithm can be used for the initial pose estimation for multiple modality image registration.
Fig. 15. Registration results of the table obtained via Kinect. (a) is the scene taken from the front–left view in brown. (b) is the scene taken from the front–right view in gray. (c) and (d) are the registration results. (e) is the zoomed image of the square areas in (c) and (d).
Apart from the stereoscopic acquisition technology used in medical imaging, 3D real-world data is often collected by depth camera such as Kinect. The imaging principle of the depth camera decided that the image rendering is in one visual angle only; thus, registration is necessary for the joint fusion of the collected data from different imaging views. The 3PCHM approach is capable of registering real-world data collected by depth cameras even if the data is incomplete or contain large amounts of holes. Fig. 15 shows the registration result for a table data collected by Kinect. In Figs. 15 (a) and (b), we find that the original scene presents only one-sided information for the objects, that is, the reverse side of the cup and book is missing. After registration by 3PCHM, Figs. 15 (c) and 15 (d) show the registered result rendering from two different angles. The uniform overlapping of brown and gray indicates that two models are combined properly. In the zoom inset, we show the precise fit in alignment of the 3PCHM algorithm. Fig. 16 provides another experiment on desk data experiment and shows that our algorithm aligns the scans reliably.
Table 5. Comparison of the time efficiency with varying registration algorithms.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Size</th>
<th>Time(s)</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1000</td>
<td>2000</td>
<td>3000</td>
<td>4000</td>
<td>5000</td>
<td></td>
</tr>
<tr>
<td>LM-ICP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>38.15±10.19</td>
<td>91.34±15.44</td>
<td>131.26±20.87</td>
<td>194.57±37.19</td>
<td>293.14±46.21</td>
<td></td>
</tr>
<tr>
<td>EM-ICP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.82±1.13</td>
<td>9.72±2.02</td>
<td>14.26±3.10</td>
<td>21.74±3.85</td>
<td>31.28±5.26</td>
<td></td>
</tr>
<tr>
<td>4PCS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.27±0.37</td>
<td>2.67±0.51</td>
<td>4.19±1.38</td>
<td>7.89±1.67</td>
<td>9.31±2.19</td>
<td></td>
</tr>
<tr>
<td>3PCHM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.15±0.03</td>
<td>0.41±0.12</td>
<td>0.87±0.24</td>
<td>1.50±0.31</td>
<td>2.21±0.43</td>
<td></td>
</tr>
</tbody>
</table>

Table 5 compares the computational times of the LM–ICP, EM–ICP, 4PCS, and 3PCHM algorithms over a different number of points. When the points in the point cloud increases from 1000 to 5000, the computational time of LM–ICP extends from 38.15 s to 293.14 s with a standard deviation of 10.19 s and a variation of 46.21 s, the computational time of EM–ICP extends from 3.82 s to 31.28 s, and the computational time of 4PCS extends from 1.27 s to 9.31 s. The 3PCHM algorithm achieves the best performance because its computational time ranges from 0.15 s to 2.21 s with a standard deviation of 0.03.

4 CONCLUSIONS

In this paper, a novel 3PCHM algorithm has been proposed for the registration of 3D point sets. The registration is conducted by using the invariant property of the 3D convex hull. The convex hull is extracted from both point sets, and potential similar triangles on the surface of the convex hull are obtained by comparing the ratios of the edges of all triangles. The initial transformation parameters are optimized by minimizing the Euclidean distance between the corresponding vertex pairs. The k-d tree algorithm is used during the calculation to classify the distance errors and to find the closest point pairs between the source and target point sets. Outliers that may cause significant errors are discarded by the RANSAC algorithm to guarantee the global optimization of the transformation parameters.

The experimental results demonstrate the effectiveness and robustness of the proposed 3PCHM algorithm for the registration of 3D point sets with similarity transformation. Compared with the widely used LM–ICP, EM–ICP, and 4PCS algorithms, 3PCHM enhances the efficiency of the registration several times even under the presence of noise and outliers. The 3PCHM algorithm also outperforms the other algorithms in special cases such as when the point set is rotated to a certain angle or when partial registration and certain levels of overlap exist. This algorithm has also demonstrated its effectiveness on both multimodality medical image data and real point sets captured by the Kinect Camera.
The proposed algorithm has the following major contributions. Considering the invariant property of 3D convex hull, the registration method is not limited to the initial pose. Moreover, alignment is quickly achieved by using the convex hull because the number of vertexes on the convex hull is smaller than the size of the point set. The proposed registration algorithm is very effective and robust for point set or model registration, as it is fully automatic, it can be utilized for various applications such as model fusion, difference quantification, object tracking and model retrieval. The limitation of the proposed algorithm is that if a large number of outliers or noise or concave structure located outside of the point sets, the shapes of the convex hull of source and target points will variate significantly, and it will lead to failure registration of the point set. On the other hand, if the point set is sphere-like structure, every point in the point set could be determined as the vertex on the convex hull. In such case, the time consuming of the registration procedure will be considerably raised for the triangle facet matching. Therefore, future studies will be focused on improving the performance of the 3PCHM algorithm by using GPU-accelerated implementation or improving the degenerating conditions of the sphere-like structure.
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