Remaining Useful Life Estimation Using an Inverse Gaussian Degradation Model

Donghui Pan\textsuperscript{a}, Jia-Bao Liu\textsuperscript{b}, Jinde Cao\textsuperscript{c,d,*}

\textsuperscript{a}School of Mathematical Sciences, Anhui University, Hefei 230601, P. R. China
\textsuperscript{b}Department of Public Courses, Anhui Xinhua University, Hefei 230088, China
\textsuperscript{c}Research Center for Complex Systems and Network Science, Department of Mathematics, Southeast University, Nanjing 210096, P. R. China
\textsuperscript{d}Department of Mathematics, Faculty of Science, King Abdulazeez University, Jeddah 21589, Saudi Arabia

Abstract

The use of degradation data to estimate the remaining useful life (RUL) has gained great attention with the widespread use of prognostics and health management on safety critical systems. Accurate RUL estimation can prevent system failure and reduce the running risks since the efficient maintenance service could be scheduled in advance. In this paper, we present a degradation modeling and RUL estimation approach by using available degradation data for a deteriorating system. An inverse Gaussian process with the random effect is firstly used to characterize the degradation process of the system. Expectation maximization algorithm is then adopted to estimate the model parameters, and the random parameters in the degradation model are updated by Bayesian method, which makes the estimated RUL able to be real-time updated in terms of the fresh degradation data. Our proposed method can capture the latest condition of the system by means of updating degradation data continuously, and obtain the explicit expression of RUL distribution. Finally, a numerical example and a practical case study are provided to show that the presented approach can effectively model degradation process for the individual system and obtain better results for RUL estimation.
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1. Introduction

The great majority of engineering systems inevitably deteriorate along with usage time as a result of multi-source stresses resulting from either the external environments or internal degradation. With the rapid development of sensor and information technology, degradation processes that arise during the life cycle of engineering systems can be observed relatively easily through condition monitoring technologies. The observed condition-based data are usually known as degradation data and are closely related to the underlying physical degradation process [29, 35]. Several examples of degradation data involve fatigue crack growth data [34], light intensity data [30], capacity data of lithium-ion batteries [8, 13], vibration data [6, 9, 10], drift data of the gyro [22, 23], wear data of hard disk drives [32] and so forth. To guarantee the safe, reliable, and effective operation of an engineering system, prognostics and health management (PHM) has received considerable attention in academia and industry in the past decades. The fundamental
objective of PHM is to enable system health monitoring applications that ensure the system operation within the scope of design limits. PHM includes the following two parts: prognostics and health management. Prognostics is regarded as the key of PHM because it is generally used as the basis of health management. In reality, prognostics largely focuses on estimating the remaining useful life (RUL) of the interested system by using the failure mechanism or the available degradation data. Therefore, RUL estimation plays a key role in system PHM, which can offer adequate lead-time for the maintainer to implement the essential maintenance actions ahead of failure.

The existing RUL estimation approaches can be broadly categorized into physics-based approaches, data-driven approaches and their hybrid [7]. The physics-based approaches usually needs explicit mathematical model to quantitatively characterize the behavior of a degrading system to estimate the RUL [1]. However, it is typically difficult or even impossible to understand the failure mechanism of a degrading system, especially for the complicated or large-scale systems under dynamic operating environment, which prevent practitioners to develop accurate mathematical models for RUL estimation. In addition, the degradation data can be obtained easier and easier by using condition monitoring technologies. For these reasons, data-driven approaches have become the mainstream choice in the RUL estimation field without physical understanding about the degradation process of the system.

In the existing data-driven RUL estimation approaches, the stochastic process based approaches have been well accepted as the most effective methods [12, 24]. Two kinds of the most familiar stochastic process are Wiener and Gamma processes [25, 21, 28, 33], which have been well researched due to their mathematical advantages and physical interpretations. Although these two classes of stochastic processes have been widely used in degradation modeling, they cannot fit degradation data well in some practical applications. Wang and Xu [30] demonstrated that both Wiener and Gamma processes fit the GaAs Laser data poorly, and suggested inverse Gaussian (IG) process as a fine alternative for degradation modeling. Qin et al. [18] has showed the flexibility of IG process for degradation modeling of energy pipelines. Ye and Chen [31] inquired deeply into the physical meanings of IG process for degradation modeling and proved that IG process is the limit of a compound Poisson process. Their research has also provided three IG degradation models with random effects. Peng [15] proposed an inverse normal-gamma mixture of an IG process model for degradation data. Peng et al. [16] introduced a Bayesian analysis of IG process models for degradation modeling and inference. Liu et al. [11] developed a reliability modeling method for multiple degradation process based on an IG process and copulas. Although the IG process is applied to degradation modeling, it was scarcely used in the RUL estimation. The above existing IG process based degradation models only pay attention to estimate population-related reliability characteristics for a population of identical systems from the same batch, such as time-to-failure distributions. In such cases, the estimated life is actually the mean time to failure for a kind of systems, which can be useful at the design or testing stage before the real system is put into use. However, it will be more desirable to perform the online RUL estimation using the real-time observed degradation data for a specific system in service. In comparison with existing approaches, our primary objective of this paper is to adaptively estimate the RUL of a system in service by using the partial observation data of its degradation process. The online RUL estimations for the system in service are usually utilized for support decision-related applications, such as spare parts inventory, replacement and maintenance scheduling and so on.

Motivated by this practical need, this paper is to develop an adaptive RUL estimation approach based on an IG process with the random effect, where the random effect is utilized to characterize the unit-to-unit heterogeneities for the degrading systems from the same batch. To be specific, the random parameter can be real-time updated by the Bayesian rule using the available degradation data of the interested system in use, and the probability density function (PDF) of the RUL can be dynamically updated adaptively to the real-time health conditions, where the uncertainty of the random parameter is also incorporated. The main contributions of this paper are summarized as follows. Firstly, an adaptively RUL estimation approach is proposed using an IG process with the random effect for the degrading system in service. With the aid of the Bayesian updating mechanism, the PDF of the estimated RUL can be dynamically updated on the basis of the arrivals of new degradation data from the interested system. Secondly, the uncertainty associated with the random effect characterizing the unit-to-unit heterogeneities is incorporated into the real-time estimated RUL distribution, which plays an important role in the following high-level decision-making. Eventually, our approach can obtain an explicit expression of the RUL distribution, and there also exists the moment of the obtained RUL distribution. Additionally, the parameter updates of every iteration of the EM algorithm have explicit expression, which makes each iteration only require a single calculation.

The remainder of this paper is organized as follows. Section 2 presents the degradation modeling and RUL estimation approach, while the statistical Inference procedure is specified in Section 3. Section 4 provides a simulated
example and a practical case study to demonstrate the proposed degradation modeling and RUL estimation approach. Section 5 concludes this paper.

2. Degradation modeling and RUL estimation

2.1. Degradation modeling

In practice, the performance of numerous systems or components degrades over time, which can be modeled by a stochastic process. In our research, we will employ the IG process to represent monotonic degradation process. An IG process model is defined for a degradation process \( \{Y(t), t \geq 0\} \) satisfying the following properties.

- \( Y(0) = 0 \) with probability one;
- \( Y(t) \) has independent increments on nonoverlapping intervals, i.e., \( Y(t_2) - Y(t_1) \) and \( Y(t_4) - Y(t_3) \) are independent for all \( 0 \leq t_1 < t_2 \leq t_3 < t_4 \);  
- each increment follows an IG distribution, i.e., \( Y(t + \Delta t) - Y(t) \sim IG(\beta \Lambda(t), \eta(\Lambda(t))^2) \) for all \( \Delta t > 0 \);

where \( \Delta \Lambda = \Lambda(t + \Delta t) - \Lambda(t) \) is a given, monotone increasing function with \( \Lambda(0) = 0 \), and the PDF of \( IG(\beta \Lambda(t), \Lambda(t)^2) \) is defined by

\[
\frac{\eta \Lambda(t)^2}{2\pi \eta^2} \left[ \exp \left( - \frac{\eta (Y - \Lambda(t))^2}{2\eta^2} \right) \right].
\]

The IG process \( Y(t) \) then has mean \( \beta \Lambda(t) \) and variance \( \beta^2 \Lambda(t)/\eta \). The parameter \( \beta \) denotes the degradation rate, and the parameter \( \eta \) has no definite physical meaning. The shape function \( \Lambda(t) \) denotes the measurement of a physical progress of degradation, such as corrosion, oxidation, and fatigue growth, which relies heavily on the certain failure mechanism that is dominated by a specific application. On the condition that \( \Lambda(t) \) is a linear function, the IG process represents a stationary process. However, the degradation increment generally relies on both \( t \) and \( \Delta t \), which turns out to be a non-stationary process. In our research, we consider a IG-process-based degradation model with a linear shape function (i.e., \( \Lambda(t) = t \)), since the linear degradation model is generally used to model the degradation processes where the degradation rate increases linearly over time [3, 4, 5, 17].

In practice, each system or component can undergo various operating conditions, which causes the degradation process of diverse systems to manifest distinct degradation rates. For this reason, it is certainly preferable to incorporate unit-to-unit heterogeneity in the degradation model. Therefore, we regard the parameter \( \beta \) to be a random parameter describing unit-to-unit variability, and \( \eta \) to be a deterministic parameter. In order to facilitate the subsequent modelling and mathematical simplification, we assume the prior distribution of \( 1/\beta \) follows the normal distribution, i.e., \( 1/\beta \sim N(\mu, 1/\sigma^2) \), and is statistically independent of \( \eta \). The ideas of random effects and Gaussian assumptions are widely used in degradation modeling literature. Other distributions may also act as the prior distribution of \( 1/\beta \), but it might need to adopt the Markov chain Monte Carlo method to estimate the posterior distribution of \( 1/\beta \).

2.2. RUL estimation with the random effect

The system is deemed to be failed when the degradation path first reaches a predefined threshold level in many engineering applications [25]. For this reason, we adopt the concept of the first hitting time (FHT) of the IG process \( \{Y(t), t \geq 0\} \) to define the life, and then derive the RUL. The distribution of the FHT plays a key role in RUL estimation and in determining the optimal maintenance strategies. Without loss of generality, we suppose that the degradation process crosses the predefined threshold \( \omega \), the system is considered as a failure. On the basis of the concept of the FHT, the life \( T \) is defined as \( T = \inf \{t | Y(t) \geq \omega \} \). As a result of the monotonicity property of the IG process, the cumulative distribution function (CDF) of \( T \) can be represented as

\[
F_{Y|\beta}(t|\beta) = P(T < t) = P(Y(t) > \omega) = 1 - F_{IG}(\omega|\beta t, \eta^2) \\
= \Phi \left[ \frac{\eta}{\omega} (t - \frac{\omega}{\beta}) \right] - \exp \left( \frac{2\eta t}{\beta} \right) \Phi \left[ -\frac{\eta}{\omega} (t + \frac{\omega}{\beta}) \right],
\]

(1)
and results are summarized as follows.

The main probability as follows:

where \( \beta \) is fixed, according to the equation (2), the mean of the life (i.e. mean-time-to-failure) can be easily formulated by:

\[
E(T|\beta) = \int_0^\infty t f_{T|\beta}(t|\beta)dt = \left( \frac{\omega}{\beta} + \frac{\beta}{\eta} \right) \Phi\left( \frac{\sqrt{\eta \omega}}{\beta} \right) + \frac{\omega}{\eta} \phi\left( \frac{\sqrt{\eta \omega}}{\beta} - \frac{\beta}{2\eta} \right)
\]

It should be noted that the obtained CDF and PDF of the life \( T \) is still conditional on the random parameter \( \beta \). In view of the random nature of \( \beta \), we can derive the unconditional CDF and PDF of the life \( T \) using the law of total probability as follows:

\[
F_T(t) = \int_{\Omega} F_{T|\beta}(t|\beta)p(\beta)d\beta = E_\beta[F_{T|\beta}(t|\beta)],
\]

and

\[
f_T(t) = \int_{\Omega} f_{T|\beta}(t|\beta)p(\beta)d\beta = E_\beta[f_{T|\beta}(t|\beta)],
\]

where \( p(\beta) \) and \( \Omega \) represent the PDF and parameter space of the random parameter \( \beta \) respectively, \( E_\beta[\cdot] \) is the expectation operator in relation to \( \beta \). To explicitly calculate the integrals above, we firstly provide the following lemma, which can simplify the derivation process for the life distribution.

**Lemma 1.** If \( Z \sim N(\mu, \sigma^2) \) and \( c, \gamma, \lambda \in \mathbb{R} \), then the following holds:

\[
E_\lambda[\exp(\lambda Z)\Phi(c + \gamma Z)] = \exp(\lambda \mu + \frac{\lambda^2 \sigma^2}{2}) \Phi\left( \frac{c + \gamma \mu + \lambda \gamma \sigma^2}{\sqrt{1 + \gamma^2 \sigma^2}} \right).
\]

The proof of the lemma are omitted here, which can be derived straightforwardly from some algebra operations, and readers interested in the proof details can refer to the literature [27]. According to Lemma 1, we can calculate the equation (4) and the equation (5) explicitly. The unconditional CDF of the life \( T \) can be directly obtained, and the unconditional PDF of the life \( T \) can be easily obtained by taking the derivative of the CDF with respect to \( t \). The main results are summarized as follows.

**Theorem 1.** For the IG process model above, take into account the random effect of \( \beta \) with \( 1/\beta \sim N(\mu, \sigma^2) \), the following results hold:

\[
F_T(t) = \Phi\left( \frac{\eta \sqrt{\frac{\sigma^2_{\mu} - \mu \sigma_{\omega}}{\sigma^2_{\mu} + \eta \omega}}}{\sqrt{\sigma^2_{\mu} + \eta \omega}} - \sqrt{\frac{\eta}{\omega}} \frac{(\sigma^2_{\omega} + 2\eta \omega)t + \mu \sigma_{\omega}^2}{\sqrt{\sigma^2_{\mu} + \eta \omega}} \right)
\]

and

\[
f_T(t) = \Phi\left( \frac{\eta \sqrt{\frac{2\sigma_{\mu}}{\sigma^2_{\mu} + \eta \omega}}}{\sqrt{\sigma^2_{\mu} + \eta \omega}} - \sqrt{\frac{\eta}{\omega}} \frac{(\sigma^2_{\omega} + 2\eta \omega)t + \mu \sigma_{\omega}^2}{\sqrt{\sigma^2_{\mu} + \eta \omega}} \right) \times \Phi\left( \frac{\eta \sqrt{\frac{4\eta^2 t}{\sigma^2_{\mu}}}}{\sqrt{\sigma^2_{\mu} + \eta \omega}} \right)
\]
The focus of the above-mentioned formulae is on considering the life distribution on a population of the system. However, the aim of this study is to estimate the RUL distribution of an individual system using the degradation data through condition monitoring. In the following, our main objective is to derive the RUL distribution using the available degradation data in consideration of the random parameter β.

Let Y_{0:k} = \{y_0, y_1, \cdots, y_k\} denote the degradation observation at 0 = t_0 < t_1 < \cdots < t_k, which can be irregularly spaced, and y_i = Y(t_i) represents the degradation measurement of a system at time t_i. Therefore, using the FHT of the degradation process, we define the RUL R_k of a system at t_k as

\[ R_k = \inf\{r_k > 0 : Y(t_k + r_k) \geq \omega|Y_{0:k}\}. \] (9)

On the basis of the definition of the RUL, conditional on the degradation data Y_{0:k} and β, the distribution function of the RUL can be obtained by the following theorem.

**Theorem 2.** For the IG process model above, and the definition of the RUL, given β and the degradation data Y_{0:k}, the following formulae hold:

\[
F_{R_k}(r_k|\beta, Y_{0:k}) = \Phi\left[\frac{\eta}{\beta}(r_k - \frac{\omega - y_k}{\beta})\right] - \exp\left(\frac{2\eta r_k}{\beta}\right)\Phi\left[\frac{\eta}{\beta}(r_k + \frac{\omega - y_k}{\beta})\right],
\] (10)

and

\[
f_{R_k}(r_k|\beta, Y_{0:k}) = 2\sqrt{\frac{\eta}{\omega - y_k}}\Phi\left[\frac{\eta}{\beta}(r_k - \frac{\omega - y_k}{\beta})\right] - 2\eta \exp\left(\frac{2\eta r_k}{\beta}\right)\Phi\left[\frac{\eta}{\beta}(r_k + \frac{\omega - y_k}{\beta})\right],
\] (11)

When the parameter β is fixed, according to the definition of the RUL and the equation (3), the mean of the RUL can be easily obtained as follows:

\[
E(R_k|\beta) = \frac{\omega - y_k}{\beta} + \frac{\beta}{\eta}\Phi\left(\frac{\sqrt{\eta}(\omega - y_k)}{\beta}\right) + \sqrt{\frac{\eta}{\omega - y_k}}\phi\left(\frac{\sqrt{\eta}(\omega - y_k)}{\beta}\right) - \beta.
\] (12)

In the case of taking the random effect of β into consideration, on the basis of Theorem 1 and Theorem 2, we have the following results for the RUL estimation with random effect.

**Theorem 3.** For the IG process model above, and the definition of the RUL, given the degradation data Y_{0:k} and 1/β ∼ N(\mu_\beta, 1/\sigma_\beta^2), the following formulae hold:

\[
F_{\eta}(r_k|Y_{0:k}) = \Phi\left(\frac{\eta}{\sigma_\beta}\frac{\sigma_\beta^2 r_k - \mu_\eta \sigma_\beta^2(\omega - y_k)}{\sqrt{\sigma_\beta^2 + \eta(\omega - y_k)}}\right) - \exp\left(\frac{2\mu_\eta \eta r_k}{\sigma_\beta^2}\right) \\
\times \Phi\left(\frac{\eta}{\sqrt{\omega - y_k}}\frac{(\sigma_\beta^2 + 2\eta(\omega - y_k))r_k + \mu_\eta \sigma_\beta^2(\omega - y_k)}{\sqrt{\sigma_\beta^2 + \eta(\omega - y_k)}}\right),
\] (13)

and

\[
f_{\eta}(r_k|Y_{0:k}) = \sqrt{\frac{\eta}{\omega - y_k}}\frac{2\sigma_\beta^2}{\sigma_\beta^2 + \eta(\omega - y_k)}\Phi\left(\frac{\eta}{\sigma_\beta^2 + \eta(\omega - y_k)}\frac{\sigma_\beta^2 r_k - \mu_\eta \sigma_\beta^2(\omega - y_k)}{\sqrt{\sigma_\beta^2 + \eta(\omega - y_k)}}\right) - \left(\frac{2\mu_\eta \eta r_k}{\sigma_\beta^2}\right) \times \exp\left(\frac{2\mu_\eta \eta r_k}{\sigma_\beta^2}\right) \\
\times \Phi\left(\frac{\eta}{\sqrt{\omega - y_k}}\frac{(\sigma_\beta^2 + 2\eta(\omega - y_k))r_k + \mu_\eta \sigma_\beta^2(\omega - y_k)}{\sqrt{\sigma_\beta^2 + \eta(\omega - y_k)}}\right).
\] (14)
Additionally, when the random effect of \( \beta \) is considered, the mean of the RUL can be derived as follows:

\[
E(R_k) = \mathbb{E}_\beta [E(R_k|\beta)] \\
= \mathbb{E}_\beta \left( \frac{\omega - y_k}{\beta} + \frac{\beta}{\eta} \Phi \left( \frac{\sqrt{\eta}(\omega - y_k)}{\beta} \right) + \sqrt{\frac{\omega - y_k}{\eta}} \phi \left( \frac{\sqrt{\eta}(\omega - y_k)}{\beta} \right) \right) \\
= \int_0^{\omega - y_k} \sqrt{\eta y}^{-1} + \sigma_y^2 \phi \left( \sqrt{\eta y}^{-1} + \sigma_y^2 \mu_y \right) + \mu_y \Phi \left( \sqrt{\eta y}^{-1} + \sigma_y^2 \mu_y \right) dy. \tag{15}
\]

Although the analytical expression of the integral above is not available, we can easily see that the traditional numerical integration method is able to approximate the mean of the RUL properly, such as composite Simpson rule, Romberg integration, Gauss-Legendre integration and so on.

### 3. Statistical Inference

In this section, we proceed to the issue of estimating the model parameter to implement the RUL estimation of the system based on the available degradation data. Assume a tested system is monitored at ordered times \( t_0, t_1, \ldots, t_k \), where \( n \) denotes the available number of the degradation data. Let \( \Delta y_i = y_i - y_{i-1} \) denote the degradation increment from time \( t_{i-1} \) to \( t_i \) for a tested system. According to the nature of IG process, under the condition of a fixed parameter \( \beta \), the sampling distribution of \( Y_{0:k} \) can be written by the following expression:

\[
p(Y_{0:k}|\beta) = \prod_{i=1}^{k} \left( \frac{\eta \Delta y_i^2}{2\pi(\Delta y_i)} \right)^{1/2} \exp \left[ -\frac{\eta(\Delta y_i - \beta \Delta t_i)^2}{2\beta^2 \Delta y_i} \right]. \tag{16}
\]

where \( \Delta t_i = t_i - t_{i-1} \) represents the time gap. In order to emphasize the constant updating of model parameters along with the available degradation data \( Y_{0:k} \), we redefine the notation of unknown parameters \( \mu_y, \sigma_y^2, \eta \) as \( \mu_{\beta y}, \sigma_{\beta y}^2, \eta_k \) respectively. As mentioned above, the prior distribution of \( 1/\beta \) is assumed to follow a normal distribution with mean \( \mu_{\beta y} \) and variance \( 1/\sigma_{\beta y}^2 \). It is worth noting that such prior distribution practically falls into the conjugate family of \( p(Y_{0:k}|\beta) \). As a result, the posterior estimate of \( 1/\beta \) conditional on \( p(Y_{0:k}|\beta) \) is still normal distribution with mean \( \mu_{\beta y} \) and variance \( 1/\sigma_{\beta y}^2 \). According to the Bayesian rule, the posterior distribution of \( 1/\beta \) can be updated by the following expression:

\[
p\left( \frac{1}{\beta} | Y_{0:k} \right) \propto \exp \left[ -\frac{\sigma_{\beta y}^2 (1 - \beta \mu_{\beta y})}{2\beta^2} \right] \prod_{i=1}^{k} \exp \left[ -\frac{\eta(\Delta y_i - \beta \Delta t_i)^2}{2\beta^2 \Delta y_i} \right] \\
\propto \exp \left[ -\frac{\eta \Delta y_k + \sigma_{\beta y}^2}{2} - \frac{\eta \Delta y_k + \mu_{\beta y} \sigma_{\beta y}^2}{\eta \Delta y_k + \sigma_{\beta y}^2} \right] \\
\sim N(\mu_{\beta y}, \frac{1}{\sigma_{\beta y}^2}) \tag{17}
\]

with

\[
\mu_{\beta y} = \frac{\eta \Delta y_k + \mu_{\beta y} \sigma_{\beta y}^2}{\eta \Delta y_k + \sigma_{\beta y}^2} \tag{18}
\]
\[
\sigma_{\beta y}^2 = \frac{\eta \Delta y_k + \sigma_{\beta y}^2}{\eta \Delta y_k + \sigma_{\beta y}^2} \tag{19}
\]

It is noted that the posterior estimate of \( 1/\beta \) can be updated once the new degradation observation is available. For this reason, the RUL can be adaptively estimated in the light of Theorem 3, which makes it closer to the actual RUL of the system with less uncertainty. When \( 1/\beta \) is fixed, the log-likelihood function with respect to \( Y_{0:k} \) can be expressed as follow:

\[
\mathcal{L}(\Theta|Y_{0:k}, 1/\beta) = \frac{k}{2}(\ln \eta_k - \ln 2\pi) + \sum_{i=1}^{k} \ln \Delta t_i - \frac{3}{2} \sum_{i=1}^{k} \ln \Delta y_i - \frac{k}{6} \sum_{i=1}^{k} \eta_k(\Delta y_i - \beta \Delta t_i)^2. \tag{20}
\]
It is difficult to obtain the MLE of the model parameters above, because we must maximize the log-likelihood function \( (20) \). However, it is very tough for direct constrained optimization of the log-likelihood function owing to the unobservability of \( 1/\beta \), which usually cannot converge to a solution. The EM algorithm [26] provides a possible way for solving this difficulty, which is a general method of determining the MLE of the parameters of a potential distribution when the likelihood function contains unobserved latent variables [2, 14]. The fundamental idea of the EM algorithm is to replace the latent variable \( 1/\beta \) with its conditional expectation, where the parameter updates in each step can be acquired in a closed form, or a simple manner. Let \( \Theta_k = (\mu_{0k}, \sigma^2_{\mu_k}, \eta_k) \) be the unknown parameter vector, and denote \( \hat{\Theta}_k^{(j)} = \left( \mu_{0k}^{(j)}, \sigma^2_{\mu_k}^{(j)}, \eta_k^{(j)} \right) \) as the parameter estimates in the \( j \)th step for the EM algorithm based on the available degradation data \( Y_{0:k} \). When both \( Y \) and \( 1/\beta \) are regarded as be observable, the complete log-likelihood function can be expressed as follow:

\[
L_k(\Theta_k|Y_{0:k}) = \ln p(Y_{0:k}|\frac{1}{\beta}, \Theta_k) + \ln p(\frac{1}{\beta}|\Theta_k)
\]

\[
= \frac{k}{2} \ln \eta - \frac{k}{2} \ln 2\pi + \sum_{i=1}^{k} \ln \Delta_i - \frac{3}{2} \sum_{i=1}^{k} \Delta_i - \frac{1}{2} \ln \sigma^2_{\mu_k} - \frac{1}{2} \eta \sum_{i=1}^{k} (\Delta_i - 2\mu_{0k}\Delta_i + \Delta_i^2) - \frac{1}{2} \frac{\eta}{2} \sum_{i=1}^{k} \left( 2\mu_{0k}^2 \Delta_i - 2\mu_{0k} \Delta_i + \Delta_i^2 \right) - \frac{1}{2} \frac{\eta}{2} \sum_{i=1}^{k} \left( \mu_{0k}^2 + 1 \frac{\sigma^2_{\mu_k}}{\sigma^2_{\mu_k}} \right) \Delta_i - \frac{1}{2} \frac{\eta}{2} \sum_{i=1}^{k} \left( \mu_{0k} + \frac{1}{\sigma^2_{\mu_k}} \Delta_i \right) - \frac{1}{2} \frac{\eta}{2} \sum_{i=1}^{k} \left( \mu_{0k}^2 - 2\mu_{0k} \Delta_i + \Delta_i^2 \right).
\]

(21)

In the following, we use the EM algorithm to find the MLE of the unknown parameters iteratively, that is, the estimate of \( \Theta_k \) can be achieved by the E-step and M-step. The EM algorithm firstly finds the expected value of the complete log-likelihood function with respect to the latent variable \( 1/\beta \), and then the M-step is to maximize the expectation computed in the E-step. To be specific, the E-step computes the expectation \( Q(\Theta_k|Y_{0:k}, \hat{\Theta}_k^{(j)}) \) of \( L_k(\Theta_k|Y_{0:k}) \) with respect to \( 1/\beta \), we can obtain

\[
Q(\Theta_k|Y_{0:k}, \hat{\Theta}_k^{(j)}) = E_{k|\hat{\Theta}_k^{(j)}} \{ L_k(\Theta_k|Y_{0:k}) \}
\]

\[
= \frac{k}{2} \ln \eta - \frac{k}{2} \ln 2\pi + \sum_{i=1}^{k} \ln \Delta_i - \frac{3}{2} \sum_{i=1}^{k} \Delta_i - \frac{1}{2} \ln \sigma^2_{\mu_k} - \frac{1}{2} \eta \sum_{i=1}^{k} (\Delta_i - 2\mu_{0k}\Delta_i + \Delta_i^2) - \frac{1}{2} \frac{\eta}{2} \sum_{i=1}^{k} \left( 2\mu_{0k}^2 \Delta_i - 2\mu_{0k} \Delta_i + \Delta_i^2 \right) - \frac{1}{2} \frac{\eta}{2} \sum_{i=1}^{k} \left( \mu_{0k}^2 + 1 \frac{\sigma^2_{\mu_k}}{\sigma^2_{\mu_k}} \right) \Delta_i - \frac{1}{2} \frac{\eta}{2} \sum_{i=1}^{k} \left( \mu_{0k} + \frac{1}{\sigma^2_{\mu_k}} \Delta_i \right) - \frac{1}{2} \frac{\eta}{2} \sum_{i=1}^{k} \left( \mu_{0k}^2 - 2\mu_{0k} \Delta_i + \Delta_i^2 \right).
\]

(22)

In the M-step, set \( \frac{\partial Q(\Theta_k|Y_{0:k}, \hat{\Theta}_k^{(j)})}{\partial \Theta_k} = 0 \), we can obtain the current parameter estimates \( \hat{\Theta}_k^{(j+1)} \) as follows:

\[
\hat{\mu}_{0k}^{(j+1)} = \hat{\mu}_{0k}^{(j)},
\]

\[
\hat{\sigma}^2_{\mu_k}^{(j+1)} = \hat{\sigma}^2_{\mu_k}^{(j)},
\]

\[
\hat{\eta}_k^{(j+1)} = \left\{ \frac{1}{\eta} \frac{k}{\sum_{i=1}^{k} \left( \mu_{0k}^2 + \frac{1}{\sigma^2_{\mu_k}} \Delta_i \right) \Delta_i - 2\mu_{0k} \Delta_i + \Delta_i^2} \right\}^{-1}.
\]

(23)

(24)

(25)

It’s worth noting that the M-step can be resolved analytically and obtain the unique maximum point. In the following, we will give the detailed derivation procedure by using the idea of [22, 23]. Firstly, taking \( \frac{\partial^2 Q(\Theta_k|Y_{0:k}, \hat{\Theta}_k^{(j)})}{\partial \Theta_k \partial \Theta_k^T} \), we can obtain the following formula:

\[
\frac{\partial^2 Q(\Theta_k|Y_{0:k}, \hat{\Theta}_k^{(j)})}{\partial \Theta_k \partial \Theta_k^T} = \left( \begin{array}{ccc}
-\sigma^2_{\mu_k} & -\mu_{0k} - \hat{\mu}_{0k} & 0 \\
-\mu_{0k} - \hat{\mu}_{0k} & -1 \frac{\sigma^2_{\mu_k}}{\sigma^2_{\mu_k}} & 0 \\
0 & 0 & -\frac{1}{2\eta}
\end{array} \right).
\]

(26)

In fact, we can demonstrate that the matrix in (26) is negative definite at \( \Theta_k = \hat{\Theta}_k^{(j+1)} \), by computing the order principal minor determinant at \( \Theta_k = \hat{\Theta}_k^{(j+1)} \) as follows:

\[
H_{ij}|_{\Theta_k = \hat{\Theta}_k^{(j+1)}} = -\sigma^2_{\mu_k} < 0
\]

(27)
Degradation data are shown in Figure 1. The failure threshold is chosen to be \( \omega = 80 \) with the corresponding true life \( T = 40 \). The simulated degradation data are generated based on the following parameter values: \( \mu = 0.5 \), \( 1/\sigma^2 = 10^{-6} \) and \( \eta = 5 \). The inspection times are taken from 0 to 40 with the measured frequency of \( \Delta t = 1/2 \), and the failure threshold is chosen to be \( \omega = 80 \) with the corresponding true life \( T = 40 \). The simulated degradation data are shown in Figure 1.

As mentioned in the above section, the EM algorithm is used to find the MLE \( \hat{\Theta}_k = (\hat{\mu}_k, \hat{\sigma}^2_k, \hat{\eta}_k) \) of the unknown parameter vector \( \Theta_k \) iteratively using the simulated degradation data. Figure 2 provides the real-time estimated results of the above three parameters at different inspection times. It can be easily seen that the estimated results for each parameter continually approximate the true parameter value as the available degradation data increase. The main reason for this is that the estimated results for each parameter can be real-time updated based on the newly obtained degradation data as a result of the Bayesian updating mechanism in parameter estimation process. In addition, we can find that the EM algorithm has good performance on convergence speed in that the parameter updates of each iteration of the EM algorithm have explicit expression, i.e., each iteration can be conducted with one single calculation, which

\[
H_{j|0} = \left. H_{j|\theta} \right|_{\theta = \hat{\theta}^{(j+1)}_k} = \frac{1}{2\sigma_{\mu_k}^2} - \left( \mu^2_k - \mu^{(j+1)}_k \right)^2 > 0
\]  

\[
H_{j|0} = -\frac{k}{2\theta_k} H_{j|\theta} = -\frac{k}{2 (q^{(j+1)}_k)^2} H_k < 0
\]  

This completes the proof that the matrix in (26) is negative definite at \( \Theta_k = \hat{\Theta}_k^{(j+1)} \). According to the sufficient condition of the existent extreme value of multivariate function, \( \hat{\Theta}_k^{(j+1)} \) is located at a maximum point, and \( \Theta_k = \hat{\Theta}_k^{(j+1)} \) is unique because it is the only solution satisfying \( \frac{\partial q_{\Theta_k} (Y_k; \hat{\Theta}_k^{(j+1)})}{\partial \Theta_k} = 0 \). It can be found that the parameter updates in each iteration of the EM algorithm have explicit formulae, i.e., each iteration of the EM algorithm can be performed with a single computation. In short, the above steps are iterated by multiple times to generate a sequence \( \{\hat{\Theta}_k^{(0)}, \hat{\Theta}_k^{(1)}, \hat{\Theta}_k^{(2)}, \ldots \} \) of increasingly good approximations \( \hat{\Theta}_k = (\hat{\mu}_k, \hat{\sigma}^2_k, \hat{\eta}_k) \) to \( \Theta_k \). The iterations are generally terminated using a standard criterion such as the difference between \( \hat{\Theta}_k^{(j+1)} \) and \( \hat{\Theta}_k^{(j)} \) falling below a predefined threshold.

4. Illustrative examples

In this section, we will provide a simulated example as well as a case study to validate the effectiveness and superiority of the proposed RUL estimation approach and parameter estimation procedure. We firstly provide a simulated example to demonstrate the proposed statistical inference procedure.

4.1. Simulated example

A simulation study is conducted to illustrate the proposed parameter estimation approach to be effective and feasible. In the simulation, the degradation data are generated based on the following parameter values: \( \mu = 0.5 \), \( 1/\sigma^2 = 10^{-6} \) and \( \eta = 5 \). The inspection times are taken from 0 to 40 with the measured frequency of \( \Delta t = 1/2 \), and the failure threshold is chosen to be \( \omega = 80 \) with the corresponding true life \( T = 40 \). The simulated degradation data are shown in Figure 1.

![Figure 1. The simulated degradation data.](image-url)
Table 1. Percentage increase in laser operating current over time.

<table>
<thead>
<tr>
<th>No.</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.47</td>
<td>0.71</td>
<td>0.71</td>
<td>0.36</td>
<td>0.27</td>
<td>0.36</td>
<td>0.36</td>
<td>0.46</td>
<td>0.51</td>
<td>0.41</td>
<td>0.44</td>
<td>0.39</td>
<td>0.30</td>
<td>0.44</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>0.93</td>
<td>1.22</td>
<td>1.17</td>
<td>0.62</td>
<td>0.61</td>
<td>1.39</td>
<td>0.92</td>
<td>1.07</td>
<td>0.93</td>
<td>1.49</td>
<td>1.00</td>
<td>0.80</td>
<td>0.74</td>
<td>0.70</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>2.11</td>
<td>1.90</td>
<td>1.73</td>
<td>1.36</td>
<td>1.11</td>
<td>1.95</td>
<td>1.21</td>
<td>1.42</td>
<td>1.57</td>
<td>2.38</td>
<td>1.37</td>
<td>1.35</td>
<td>1.52</td>
<td>1.05</td>
<td>1.29</td>
</tr>
<tr>
<td></td>
<td>2.72</td>
<td>2.30</td>
<td>1.99</td>
<td>1.95</td>
<td>1.77</td>
<td>2.86</td>
<td>1.46</td>
<td>1.77</td>
<td>1.96</td>
<td>3.00</td>
<td>1.96</td>
<td>1.74</td>
<td>1.85</td>
<td>1.33</td>
<td>1.52</td>
</tr>
<tr>
<td>1000</td>
<td>3.51</td>
<td>2.87</td>
<td>2.53</td>
<td>2.30</td>
<td>2.06</td>
<td>3.46</td>
<td>1.93</td>
<td>2.11</td>
<td>2.59</td>
<td>3.84</td>
<td>2.51</td>
<td>2.98</td>
<td>2.39</td>
<td>1.80</td>
<td>1.91</td>
</tr>
<tr>
<td></td>
<td>4.34</td>
<td>3.75</td>
<td>2.97</td>
<td>2.95</td>
<td>2.58</td>
<td>3.81</td>
<td>2.39</td>
<td>2.40</td>
<td>3.29</td>
<td>4.50</td>
<td>2.84</td>
<td>3.59</td>
<td>2.95</td>
<td>2.55</td>
<td>2.27</td>
</tr>
<tr>
<td></td>
<td>4.91</td>
<td>4.42</td>
<td>3.30</td>
<td>3.39</td>
<td>2.99</td>
<td>4.53</td>
<td>2.68</td>
<td>2.78</td>
<td>3.61</td>
<td>5.25</td>
<td>3.47</td>
<td>4.03</td>
<td>3.51</td>
<td>2.83</td>
<td>2.78</td>
</tr>
<tr>
<td></td>
<td>5.48</td>
<td>4.99</td>
<td>3.94</td>
<td>3.79</td>
<td>3.38</td>
<td>5.35</td>
<td>2.94</td>
<td>3.02</td>
<td>4.11</td>
<td>6.26</td>
<td>4.01</td>
<td>4.44</td>
<td>3.92</td>
<td>3.39</td>
<td>3.42</td>
</tr>
<tr>
<td></td>
<td>5.99</td>
<td>5.51</td>
<td>4.16</td>
<td>4.11</td>
<td>4.05</td>
<td>5.92</td>
<td>3.42</td>
<td>3.29</td>
<td>4.60</td>
<td>7.05</td>
<td>4.31</td>
<td>4.79</td>
<td>5.03</td>
<td>3.72</td>
<td>3.78</td>
</tr>
<tr>
<td></td>
<td>6.72</td>
<td>6.07</td>
<td>4.45</td>
<td>4.50</td>
<td>4.63</td>
<td>6.71</td>
<td>4.09</td>
<td>3.75</td>
<td>4.91</td>
<td>7.80</td>
<td>4.80</td>
<td>5.22</td>
<td>5.47</td>
<td>4.09</td>
<td>4.11</td>
</tr>
<tr>
<td></td>
<td>7.13</td>
<td>6.64</td>
<td>4.89</td>
<td>4.72</td>
<td>5.24</td>
<td>7.70</td>
<td>4.38</td>
<td>4.16</td>
<td>5.34</td>
<td>8.32</td>
<td>5.20</td>
<td>5.48</td>
<td>5.84</td>
<td>4.83</td>
<td>4.38</td>
</tr>
<tr>
<td></td>
<td>8.00</td>
<td>7.16</td>
<td>5.27</td>
<td>4.98</td>
<td>5.62</td>
<td>8.61</td>
<td>4.84</td>
<td>4.76</td>
<td>5.84</td>
<td>9.73</td>
<td>5.66</td>
<td>5.96</td>
<td>6.50</td>
<td>5.41</td>
<td>4.63</td>
</tr>
<tr>
<td></td>
<td>8.92</td>
<td>7.78</td>
<td>5.69</td>
<td>5.28</td>
<td>6.04</td>
<td>9.15</td>
<td>5.11</td>
<td>5.16</td>
<td>6.40</td>
<td>9.55</td>
<td>6.20</td>
<td>6.23</td>
<td>6.94</td>
<td>5.76</td>
<td>5.38</td>
</tr>
<tr>
<td></td>
<td>9.87</td>
<td>8.91</td>
<td>6.45</td>
<td>5.95</td>
<td>7.10</td>
<td>10.49</td>
<td>6.11</td>
<td>5.81</td>
<td>7.20</td>
<td>11.28</td>
<td>6.96</td>
<td>7.37</td>
<td>7.85</td>
<td>6.51</td>
<td>6.16</td>
</tr>
</tbody>
</table>

4.2. Case study

In this section, we consider the degradation data of the laser device, which are taken from Meeker and Escobar [19]. This dataset has been extensively studied in degradation modeling [15, 16, 30, 31]. The existing literatures have been demonstrated that the Wiener and Gamma process do not fit this dataset well. The degradation of some laser devices leads to the deterioration of light output during their whole life cycle. To remedy the influences of the degradation of a laser on its light output, the laser generally increases the operating current by using a feedback mechanism to maintain nearly constant light output. In the degradation test described by [19], 15 units are tested for the operating current over time with measure frequency 250 hours. A laser is announced to have failed if the percentage of its operating current exceeds a predefined threshold level $\omega = 10\%$, so it is considered as the degradation data of the laser. Table 1 shows the degradation data of 15 tested units along with the terminal time 4000 hours. Note that the observation time points are recorded at every 250 hours, this leads to the inability to
know the true life, i.e. the time arriving the failure threshold. We can observe from Table 1 that the percentage value of the sixth sample is 9.95 at the 3500th hour, which is quite close to the predefined failure threshold $\omega = 10\%$. As a result, for the sake of contrastive analysis below, we assume the failure of the sixth test sample occurs when there is $\omega = 9.95\%$ increase in the operating current, as shown in Figure 3. From the degradation data shown in Figure 3, it is reasonable to use a linear function in the IG process to model the degradation process of the laser device. In the following, we will use the degradation data to demonstrate the effectiveness of the proposed RUL estimation approach.

To assess the accuracy of the RUL estimation, the $\alpha - \lambda$ performance metric [20] is adopted to quantify the estimated results of mean RUL, which is defined by

$$
(1 - \alpha)(t_{EOL} - t) \leq r_p(t) \leq (1 + \alpha)(t_{EOL} - t),
$$

(30)

where $t = t_j + \lambda(t_{EOL} - t_j)$, $t_j$ is the first estimation time point, $\lambda$ represents the window modifier, $\alpha$ represents the accuracy modifier and $r_p(t)$ is the estimated RUL at time $t$. The performance metric is mainly used to measure whether the the RUL estimation approach performs within desired error tolerance (specified by $\alpha$) of the true mean RUL at any specified time point or not. Additionally, it is worth noting that the alpha bounds are not the uncertainty bounds of the estimated RUL, which only represents its uncertainty.

According to the proposed RUL estimation approach, we calculate the $\alpha - \lambda$ performance metric at several time points, and RUL estimation results without the incorporation of random effect are also provided to show the necessary of random effect and Bayesian parameter updating. The comparative results are summarized in Figure 4, in which the blue asterisks and the red pentacles represent estimated mean RULs with and without random effect at distinct time points respectively. It is easily seen that using the RUL estimation approach with random effect can obtain 80% accuracy ($\alpha = 0.2$) right from the 500th hour onwards ($\lambda = 0$) and the acceptable limit is wider for early estimation than for those that are late in terms of error bounds. This indicates that the precision of the estimated RUL is improved as the available degradation data increase. However, if the random effect is not considered in the process of degradation modeling and RUL estimation, the estimated RULs are nearly beyond acceptable limits, especially in the early predictions. It is primarily because the RUL estimation approach with random effect can real-time updating the RUL distribution to make the RUL estimation more accurate as the new degradation data are available. Therefore, RUL estimation approach with random effect significantly performs better than RUL estimation approach without random effect, it demonstrates the necessary of random effect and Bayesian parameter updating. In addition, Figure 5 also provides the several estimated PDFs of the RUL with and without the incorporation of random effect, in which the red diamonds represent the true RULs, and the blue lines and the magenta lines represent the estimated PDFs with and without random effect respectively. It can be found that the range of estimated PDFs with random effect can cover the true RULs, and the estimated PDFs become narrower as the more degradation data are collected, in contrast with
Figure 4. $\alpha - \lambda$ performance for the sixth sample with and without random effects. The shaded cyan area is the 80% accuracy cone ($\alpha=0.2$).

Figure 5. The estimated PDFs of the RUL with and without random effects.
estimated PDFs without the incorporation of random effect. This further demonstrates that our proposed approach can estimate the RUL with lesser uncertainty and higher accuracy.

5. Conclusions

This paper presents an adaptive RUL estimation approach based on an IG process with the random effect. In our proposed approach, the random effect is used to characterize the unit-to-unit heterogeneities, and the uncertainty associated with the random effect is incorporated into the real-time estimated RUL distribution. In the parameter estimation, EM algorithm is employed to estimate the model parameters. With the aid of the Bayesian updating mechanism, the random parameter can be real-time updated by the Bayesian rule using the available degradation observation. For this reason, the estimated PDFs of the RULs can be dynamically updated on the basis of the arrivals of new degradation data from the interested system. In addition, the proposed approach can obtain an explicit expression of the RUL distribution, and there also exists the moment of the obtained RUL distribution. The illustrative examples demonstrated that the adaptive RUL estimation approach can increase the RUL estimation accuracy, and the uncertainty of the estimated RUL is improved as the more degradation data become available.
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