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Abstract

After a decade and a half of research motivated by the accelerating universe, theory and experiment have reached a certain level of maturity. The development of theoretical models beyond Λ or smooth dark energy, often called modified gravity, has led to broader insights into a path forward, and a host of observational and experimental tests have been developed. In this review we present the current state of the field and describe a framework for anticipating developments in the next decade. We identify the guiding principles for rigorous and consistent modifications of the standard model, and discuss the prospects for empirical tests.

We begin by reviewing recent attempts to consistently modify Einstein gravity in the infrared, focusing on the notion that additional degrees of freedom introduced by the modification must “screen” themselves from local tests of gravity. We categorize screening mechanisms into three broad classes: mechanisms which become active in regions of high Newtonian potential, those in which first derivatives of the field become important, and those for which second derivatives of the field are important. Examples of the first class, such as $f(R)$ gravity, employ the familiar chameleon or symmetron mechanisms, whereas examples of the last class are galileon and massive gravity theories, employing the Vainshtein mechanism. In each case, we describe the theories as effective theories and discuss prospects for completion in a more fundamental theory. We describe experimental tests of each class of theories, summarizing laboratory and solar system tests and describing in some detail astrophysical and cosmological tests. Finally, we discuss prospects for future tests which will be sensitive to different signatures of new physics in the gravitational sector.

The review is structured so that those parts that are more relevant to theorists vs. observers/experimentalists are clearly indicated, in the hope that this will serve as a useful reference for both audiences, as well as helping those interested in bridging the gap between them.
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Part I

Introduction

1 The cosmological constant and its discontents

There is overwhelming observational evidence that the universe is undergoing accelerated expansion from observations of type Ia supernovae [1–12], from Cosmic Microwave Background measurements [13–22], and from detailed studies of large-scale structure [23–30]. All of the measurements are in good agreement, with all data consistent with a Λ-cold dark matter (ΛCDM) cosmology [31, 32], with a value of the cosmological constant of about $\Lambda^{\text{obs}} \sim (10^{-3}\text{eV})^4$. From a theoretical viewpoint, this concordance cosmology is somewhat troubling. Expressed in Planck units—which seem to be the most natural units to use when talking about gravity—this observed cosmological constant is absurdly small

$$\Lambda^{\text{obs}} \sim (10^{-30} M_{\text{Pl}})^4 .$$

This is the cosmological constant problem. On its own this might not seem like much of a problem; small numbers appear in various places in physics all the time. For example, the electron mass, $m_e \sim 10^{-7}$ TeV, is quite small when measured in the units natural to the Standard Model, but this does not worry us greatly. The reason that we are comfortable with such a small parameter is that it is stable under quantum corrections—in field theory language, the small parameter is technically natural. What makes the cosmological constant problem particularly worrisome is that we expect a large contribution to the cosmological constant from particles that we know to exist in the Standard Model (SM). Indeed, we expect a contribution to the cosmological constant of the form [34]

$$\langle T_{\mu\nu} \rangle \sim -\langle \rho \rangle g_{\mu\nu} ,$$

from quantum-mechanical processes involving SM fields. We can heuristically estimate its size by modeling SM fields as a collection of independent harmonic oscillators at each point in space and

$^1$We mean this in the ‘t Hooft sense [33]: the theory enjoys an enhanced symmetry in the limit where the electron mass goes to zero (chiral symmetry), which tells us that quantum corrections to the electron mass must be proportional to the mass itself: $\delta m_e \propto m_e$. So, if we set the electron mass to be small, it stays small. No such symmetry is known for the cosmological constant.

$^2$The form of this contribution may be deduced by noting that on flat space, Lorentz invariance forces $\langle T_{\mu\nu} \rangle \propto \eta_{\mu\nu}$. Then, we invoke the equivalence principle to promote $\eta_{\mu\nu} \rightarrow g_{\mu\nu}$. 
<table>
<thead>
<tr>
<th>Constant</th>
<th>HEP units (eV)</th>
<th>Planck units ($M_{Pl}$)</th>
<th>SI units (kg)</th>
<th>Length scale (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planck mass ($M_{Pl}$)</td>
<td>$10^{27}$</td>
<td>1</td>
<td>$4 \times 10^{-9}$</td>
<td>$10^{-33}$</td>
</tr>
<tr>
<td>Weak scale ($\sim 1$ TeV)</td>
<td>$10^{12}$</td>
<td>$10^{-16}$</td>
<td>$10^{-24}$</td>
<td>$10^{-18}$</td>
</tr>
<tr>
<td>Electron mass ($m_e$)</td>
<td>$5 \times 10^5$</td>
<td>$2 \times 10^{-22}$</td>
<td>$9 \times 10^{-34}$</td>
<td>$10^{-12}$</td>
</tr>
<tr>
<td>Electron volt (eV)</td>
<td>1</td>
<td>$4 \times 10^{-28}$</td>
<td>$2 \times 10^{-36}$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Hubble parameter ($H_0$)</td>
<td>$10^{-33}$</td>
<td>$10^{-60}$</td>
<td>$10^{-69}$</td>
<td>$10^{20}$</td>
</tr>
</tbody>
</table>

Table 1: Approximate conversion between different units and their corresponding length scales for some commonly appearing constants.

then summing over their zero-point energies

$$\langle \rho \rangle \sim \int_0^{\Lambda_{UV}} \frac{d^3 k}{(2\pi)^3} \frac{1}{2} \hbar E_k \sim \int_0^{\Lambda_{UV}} dk k^2 \sqrt{k^2 + m^2} \sim \Lambda_{UV}^4.$$ (1.3)

Here $\Lambda_{UV}$ is the cutoff of our theory—the energy scale up to which we can trust predictions. Most conservatively, the Standard Model has been extremely well tested up to energies around the weak scale, $\Lambda_{UV} \sim 1$ TeV. Plugging in this value, we find a theoretical expectation for the cosmological constant to be around

$$\Lambda_{\text{theory}} \sim (\text{TeV})^4 \sim 10^{-60} M_{Pl}^4,$$ (1.4)

while the observed value is

$$\Lambda_{\text{obs.}} \sim M_{Pl}^2 H_0^2 \sim 10^{-60} (\text{TeV})^4 \sim 10^{-120} M_{Pl}^4.$$ (1.5)

This discrepancy of 60 orders of magnitude is somewhat disconcerting. Of course it could be that the bare value of the CC (the number we put in the Lagrangian) is such that it precisely cancels $\Lambda_{\text{theory}}$ to $\sim 60$ decimal places, but such a scenario appears incredibly fine-tuned.

It is this tension between theory and observation that has led to numerous attempts to explain the smallness of the observed cosmological constant. Within the standard ΛCDM paradigm, one possibility is that the value of the cosmological constant is selected via some mechanism from a distribution of values and that we live in a universe with a small value for essentially anthropic reasons—if the cosmological constant were much larger, cosmological structures could not form [34, 35]. This idea has recently seen a resurgence in the context of the string theory landscape [36–40].

In many senses, the problem posed by the accelerating universe is to the standard model of cosmology what the weak hierarchy problem is to the Standard Model of particle physics. Both are fine-tuning problems, arising because of the quantum instability of a physical scale whose existence

---

4The alert reader might complain that we have chosen to keep the leading divergence of the integral, which is sensitive to ultraviolet physics. More conservatively we could focus on the logarithmically divergent piece, which is universal and makes the most optimistic assumptions about ultraviolet (UV) physics, which would lead to $\langle \rho \rangle \sim -m^4 \log (\Lambda_{UV}/m)$. However, this does not appreciably change the results, plugging in the top quark mass $m_t \sim 0.1$ TeV and $\Lambda_{UV} \sim 1$ TeV, we obtain $\Lambda_{\text{theory}} \sim (0.1 \text{ TeV})^4$.

4To some degree, this is an aesthetic judgment; ideally we would want the observed value of the CC to be “generic,” but failing that, we would settle for technical naturalness.
is directly verified through observations or experiments. However, the naturalness problem afflicting cosmology is to some degree more robust than its particle physics counterpart. Indeed, the weak hierarchy problem is a result of radiative corrections to the Higgs mass from hypothetical particles beyond the weak scale.\(^5\) However, in the case of the CC, vacuum energy contributions from known particles, such as the electron, are already problematic. Furthermore, the required solution for the CC problem is arguably more radical. While the proposed solutions to the weak hierarchy problem—for example supersymmetry or technicolor—are by no means trivial, they fit within the standard framework of local quantum field theory. On the other hand, no dynamical solution to the CC problem is possible within General Relativity (GR), as was shown by \([34]\). The argument of \([34]\) is reviewed in Appendix A.

As in particle physics, the search for a compelling resolution to the cosmological constant problem has also led to many interesting extensions to the ΛCDM model. However, the progress that has been made can also be seen in numerous proposals for novel physics which are interesting in their own right. In this review, we focus on these proposals, considering models of new physics in the gravitational sector and their observational consequences. Often, this program goes by the name of modified gravity. Though these models are inspired by the CC problem, we prefer to ask a subtly different and broader question: in what ways can new physics appear in the gravitational sector and how can they be tested?

**Conventions:** Throughout the review we will use the mostly plus metric convention \(\eta_{\mu\nu} = \text{diag}(-1,1,1,1)\) and define the reduced Planck mass by \(M^2_{\text{Pl}} \equiv (8\pi G_N)^{-\frac{1}{2}}\). We (anti-)symmetrize with weight one, \(e.g., S_{(\mu\nu)} = \frac{1}{2}(S_{\mu\nu} + S_{\nu\mu})\). Commas denote partial derivatives \(e.g., V,\phi = \partial_{\phi} V\), overdots denote derivatives with respect to coordinate time: \(\dot{a} = \partial_t a\) and primes refer to radial derivatives: \(\phi' = \partial_r \phi\).

## 2 Looking beyond ΛCDM

Einstein gravity is remarkably robust. It represents the unique interacting theory of a Lorentz invariant massless helicity-2 particle \([41–46]\).\(^6\) (In Appendix B, we give a self-contained derivation of this result, following Deser’s proof \([46]\).) Therefore, essentially all new physics in the gravitational sector introduces new degrees of freedom, which are typically Lorentz scalars.

The main focus of this review is to show how the interactions of these putative new fields with matter are both constraining and a source of novel physics. In particular, we will see that a number of screening mechanisms exist, allowing such fields to remain unseen by local tests of gravity. Indeed, we will take the broader point of view that, independent of the motivations provided by cosmic

---

\(^5\)Dimensional regularization, which makes optimistic assumptions about the UV physics, forbids the presence of quadratically-divergent contributions to the Higgs mass.

\(^6\)Remarkably, the assumption of Lorentz invariance is not even necessary. As shown recently in \([47, 48]\), the weaker assumption of spatial Lorentz covariance is sufficient to show that GR is the unique theory of 2 transverse, traceless degrees of freedom. This hints at Lorentz invariance being an emergent symmetry of the gravitational sector.
acceleration, if such light scalars are present in nature (arising e.g., from string theory or some other more fundamental theory), they must appear in some screened form, or they would have already been discovered. Before embarking on our study of this possible new physics, it is worth first exploring how the cosmological constant problem itself might find a satisfactory resolution without the addition of new degrees of freedom.

2.1 The anthropic perspective

The smallness of \( \Lambda \) introduces two related, but essentially distinct, problems. The first is what is usually called the cosmological constant problem. This can be most succinctly phrased as the question: why is the observed value of \( \Lambda \) so small in Planck units? Related to this is the question, usually referred to as the coincidence problem, which may be phrased as: why is the energy density of this CC so close to the present matter density? It is attempting to answer one or both of these questions that has led to various proposals for new physics.

One possible solution is that the cosmological constant is just small because a universe with a larger cosmological constant would not be able to support the formation of large-scale structures and the presence of life capable of asking why the cosmological constant is so small. Weinberg famously argued that the cosmological constant should be within a few orders of magnitude of the upper bound which still allows cosmological structures to form, which is approximately \( \Omega_\Lambda/\Omega_m \sim 10^{-100} \) [34, 35]. This is of course very tantalizing, as the observed value is \( \Omega_\Lambda/\Omega_m \sim 2^{-3} \). For this idea to make sense, it is necessary for the underlying laws of physics to allow for multiple realizations of the universe—in time, space, or both—with different values of the cosmological constant. Recently these anthropic ideas have gained new life, particularly within the context of the string theory landscape [36–40]. Roughly, the idea is that the vast number of compactifications of string theory to 4 dimensions gives rise to a rich landscape of (meta-)stable de Sitter vacua, each with a different value of the cosmological constant. Dynamical transitions between the various vacua are possible via Coleman–De Luccia tunneling [49–51] and it is therefore not surprising that we find ourselves in a vacuum with a small CC, as ones with larger values of \( \Lambda \) would not be hospitable to life. However, to date it has been extremely difficult to find satisfactory constructions of de Sitter space in string theory.

Even assuming that many such stable constructions exist, we are a long way from having established the anthropic explanation as the solution to the problem of cosmic acceleration. String theory remains perhaps the most promising candidate for the correct theory of quantum gravity, but it is yet to connect with testable phenomena. Eternal inflation seems to be a reasonable consequence of generic inflationary models [52–56], but it has yet to be definitively demonstrated that this effect, taking place out of the usual semi-classical regime we consider in inflation, must occur.\(^7\) If all of the above ingredients can be established, it may nevertheless prove extremely difficult to show that the anthropic explanation is the correct one, and, of course, any experimental evidence that cosmic

\(^7\)See [57, 58] for recent cautionary takes on this question.
acceleration has a dynamical source would rule out such an answer immediately. Thus, while the string landscape and eternal inflation provides one logical way to address the cosmological constant problem, it would be extremely premature to abandon the search for other theoretical explanations for cosmic acceleration.

### 2.2 Dynamical dark energy

Another intriguing possibility is that the ultimate value of the cosmological constant is zero, and that cosmic acceleration is due to the potential energy of a field, with some sort of mechanism to dynamically relax it to a small value. This notion naturally leads to models of *dark energy* which invoke a slowly-rolling cosmological scalar field to source accelerated expansion, akin to cosmological inflation [59–62].

In such models it is difficult to see how to avoid fine tuning at the same level as just tuning the bare CC [34]. Nevertheless, these dynamical dark energy models offer the simplest extension of $\Lambda$CDM and have been extensively studied (see for example [63–84]), and often go under the name *quintessence*. For reviews and further references, see [85–92].

To understand how a field can drive cosmic acceleration, consider the action of a scalar field minimally coupled to Einstein gravity

$$ S = \int d^4x \sqrt{-g} \left( \frac{M_{Pl}^2 R}{2} - \frac{1}{2} (\partial \phi)^2 - V(\phi) \right). \tag{2.1} $$

The stress-energy tensor for the scalar field is given by

$$ T^\phi_{\mu\nu} = \partial_\mu \phi \partial_\nu \phi - g_{\mu\nu} \left( \frac{1}{2} (\partial \phi)^2 + V(\phi) \right). \tag{2.2} $$

For a homogeneous profile, $\phi = \phi(t)$, a cosmological scalar acts like a perfect fluid with equation of state $w = P/\rho$ given by

$$ w_\phi = \frac{\frac{1}{2} \dot{\phi}^2 - V(\phi)}{\frac{1}{2} \dot{\phi}^2 + V(\phi)}. \tag{2.3} $$

If we want to source the observed expansion, we must have $w_\phi \simeq -1$, which requires a very slowly-rolling field: $\dot{\phi}^2 \ll V(\phi)$. There has also been a lot of interest in constructing quintessence models which can produce an equation of state of the “phantom” type ($w_\phi < -1$) [93–106]. Similar to natural inflation [107], it has been proposed that the flatness of the quintessence potential could be protected by the field being a pseudo-Nambu–Goldstone boson [108, 109]. Additionally, it has been proposed that dark energy and inflation can both be driven by the same field [110–118]

Quintessence models have a rich phenomenology; one of the more interesting phenomena is that—by suitably choosing the potential—the energy density in the quintessence field can be made to “track” the energy density in radiation/matter at early times and then grow to dominate the energy budget at late times [119–126]. The canonical example of a potential that produces this
behavior is the Ratra–Peebles potential \[67\]

\[ V(\phi) = \frac{M^{4+n}}{\phi^n}, \]  

(2.4)

where \( n > 0 \) is a constant. In \[127\], a useful division was introduced which separates quintessence theories into two types. In the first, the field is frozen by Hubble friction at early times and only recently has “thawed” and begun to roll down its potential. In these models \( w_\phi \simeq -1 \) until very recently in the cosmological evolution. The second type of models consist of a scalar field which is slowing down while it rolls, causing the equation of state to approach \( w \simeq -1 \) at present day and “freeze”—the tracker models discussed above are examples of this behavior. These two types of models fill out different areas in the \((w_\phi, \dot{w}_\phi)\) plane and have qualitatively different features \[128–133\].

An important generalization of quintessence models is to theories which are derivatively-coupled: so-called \( P(X) \) models. Applications to cosmic acceleration go under the name \( K \)-essence \[134–154\], and were first considered within the context of cosmological inflation \[155, 156\]. There have also been efforts to embed quintessence in some more fundamental theory; for example supersymmetry \[157–161\] or string theory \[162–170\].

Importantly, quintessence models must be very weakly coupled to matter, otherwise the scalar field will mediate a fifth force (see Section 3.1), in conflict with tests of gravity.\(^8\) Absent some symmetry principle, setting the coupling to matter to be small is a fine tuning beyond that required to make the CC itself small (which is, itself, also required here), since if the coupling is set to zero classically, it will be generated through loops albeit with its resulting value suppressed by powers of \( M_{\text{Pl}} \). In this review, we will not focus on pure quintessence models. However, the lesson that a scalar field can drive cosmic acceleration is one that we will take to heart.

2.3 Modifications to Einstein’s equations

Another possibility—which we will discuss only briefly—is that the CC problem may be addressed through some modification of Einstein’s equations which does not introduce new degrees of freedom. One approach along these lines is \textit{unimodular gravity} \[174\]; in this theory, the determinant of the metric is fixed to be \(-1\). A starting point to understand unimodular gravity is to consider the traceless Einstein equations following Weinberg \[34\]

\[ R_{\mu\nu} - \frac{1}{4} R g_{\mu\nu} = \frac{1}{M_{\text{Pl}}^2} \left( T_{\mu\nu} - \frac{1}{4} T g_{\mu\nu} \right) . \]  

(2.5)

Taking a covariant divergence and utilizing the Bianchi identity, one finds the following

\[ \nabla_\mu R = -\nabla_\mu T , \]  

(2.6)

\(^8\)However, if the quintessence field \textit{does} couple to electromagnetism, interesting experimental signatures are possible \[171–173\].
which upon integrating yields

\[ T = -R + \Lambda , \]  

(2.7)

where \( \Lambda \) is an integration constant. Plugging this expression back into (2.5) yields precisely the full Einstein equations, but where \( \Lambda \) is now an integration constant, unrelated to any bare CC in the action. How then, can we derive the equations (2.5) from an action principle? In fact, if we consider the Einstein–Hilbert action coupled to matter

\[ S = \frac{M_{\text{Pl}}^2}{2} \int d^4x \sqrt{-g} R + S_{\text{matter}}[g_{\mu\nu}, \psi] , \]  

(2.8)

and demand that they are stationary under variations which keep the determinant fixed, we recover precisely (2.5) (see, e.g., [34]). Alternatively, the same equations can be obtained from an action where the determinant is fixed to be non-dynamical via a Lagrange multiplier (see for example [175]). It is for this reason the theory is called unimodular. It is clear that at the classical level, unimodular gravity and Einstein gravity are equivalent, making it somewhat unclear if we have made any progress toward resolving the CC problem. Further, it is not clear to what degree Einstein gravity and unimodular gravity are equivalent at the quantum-mechanical level. Nevertheless, it remains an interesting approach. For a nice introduction and survey of references, we direct the reader to [175, 176].

Another possibility is to attempt to modify the gravitational equations in a non-local way, various proposals for which have been considered in [177, 178] and [179]. One other approach is to modify Einstein’s equations by introducing auxiliary fields (see e.g. [180, 181]).

3 How can new physics appear?

Although no compelling mechanism has been found to date which solves the CC problem by introducing new degrees of freedom, we can robustly infer two properties they must possess. For concreteness, we assume they are scalars for the time being, which we denote collectively as \( \phi \). First, to neutralize \( \Lambda \) to an accuracy of order \( \sim H_0^2 M_{\text{Pl}}^2 \sim (\text{meV})^4 \), the scalars must have a mass at most comparable to the present-day Hubble parameter,

\[ m_\phi \lesssim H_0 . \]  

(3.1)

If they were much more massive, they could be integrated out and would be irrelevant to the low energy dynamics.

Secondly, these scalars must couple to Standard Model fields since, as we saw in Section 1, SM fields contribute \( O(\text{TeV}^4) \) to the vacuum energy. Another way of saying this is that the tadpole diagram shown in Figure 1 must be present in the theory. However, by unitarity, so must the exchange diagram in Figure 1. Hence \( \phi \) mediates a force between Standard Model fields, whose range is \( \sim m_\phi^{\frac{1}{2}} \). Given (3.1), this is comparable to the present Hubble radius. Thus, the scalar mediates a fifth force, both at cosmological distances and within the solar system. However, gravity
Figure 1: If additional scalars are to neutralize the Standard Model vacuum energy contribution, the tadpole diagram (left) involving the scalar field (dotted line) attached to Standard Model fields (solid line) running in the loop is necessary. By unitarity, the tree-level diagram (right) with a scalar exchanged by Standard Model fields is also allowed, implying that the scalar field mediates a 5th force that must therefore be screened in the local environment.

is exquisitely well tested within the solar system (see e.g., [182, 183]) so there must necessarily be some mechanism which hides these new fields from local observations. This can be achieved through screening mechanisms, which rely on the high density of the local environment (relative to the mean cosmological density) to suppress deviations from GR. In what follows we will describe three general classes of screening mechanisms and highlight some of their characteristic properties and observational signatures.

Apart from cosmology and the cosmological constant problem, screening mechanisms are also motivated by the vast experimental effort aimed at testing the fundamental nature of gravity on a wide range of scales, from laboratory to solar system to galactic and extra-galactic scales. (For a review, see [183].) As we will see later in this review, viable screening theories often make novel predictions for local gravitational experiments. The subtle nature of these signals has forced experimentalists to re-think the implications of their data and inspired the design of novel experimental tests. The theories of interest thus offer a rich phenomenology and a spectrum of testable predictions for ongoing and near-future tests of gravity.

3.1 Screening mechanisms: force-law classification

One way to classify the different kinds of screening mechanisms is to study the connection between fields that appear in a Lagrangian and our classical physics notions of force and potential. The derivation of the force between two objects due to the scalar will naturally present some mechanisms by which we can hide this force in dense environments, like our solar system.

To begin, consider a general theory of a scalar field coupled conformally to matter:

$$\mathcal{L} = -\frac{1}{2} Z^{\mu\nu}(\phi, \partial\phi, \ldots) \partial_\mu \phi \partial_\nu \phi - V(\phi) + g(\phi) T^\mu_\mu ,$$

(3.2)

where $Z^{\mu\nu}$ schematically encodes derivative self-interactions of the field, and $T^\mu_\mu$ is the trace of the matter stress-energy tensor. For non-relativistic sources, we can as usual make the replacement

---

For the purpose of this schematic argument, we assume universal coupling for simplicity. With chameleons [184,
\[ T^\mu_\mu \rightarrow -\rho. \] In the presence of a point source, \( \rho = M\delta^3(\vec{x}) \), we can then expand the field about its background solution \( \tilde{\phi} \) as \( \phi = \tilde{\phi} + \varphi \) to obtain the equation of motion for the perturbation:

\[
Z(\tilde{\phi}) \left( \ddot{\varphi} - c_s^2(\tilde{\phi}) \nabla^2 \varphi \right) + m^2(\tilde{\phi}) \varphi = g(\tilde{\phi}) M\delta^3(\vec{x}), \tag{3.3}
\]

where \( c_s \) is an effective sound speed. In general, we have in mind that the background value \( \tilde{\phi} \) is set by other background quantities, such as the local density \( \tilde{\rho} \) or the Newtonian potential \( \Phi \). Neglecting the spatial variation of \( \tilde{\phi} \) over the scales of interest, the resulting static potential is

\[
V(r) = -\frac{g^2(\tilde{\phi})}{Z(\tilde{\phi}) c_s^2(\tilde{\phi})} \frac{e^{-m(\tilde{\phi})/\sqrt{Z(\tilde{\phi}) c_s(\tilde{\phi})}}}{4\pi r} M. \tag{3.4}
\]

The corresponding force is therefore attractive, as it should be for scalar mediation.

Now the problem is clear: for a light scalar, and with the other parameters \( O(1) \), we see that \( \varphi \) mediates a gravitational-strength long range force \( F_\varphi \sim 1/r^2 \). Local tests of GR forbid any such force to high precision. The question we are then led to ask is: How can we make this force sufficiently weak in the local environment to reproduce the successful phenomenology of Einstein gravity in the solar system, while allowing for significant deviations from GR on astrophysical or cosmological scales?^{10}

The fact that the various parameters \( g, Z, c_s \) and \( m \) appearing in (3.4) depend on the background value of the field provides a clue as to how this could work. Screening mechanisms can be understood as making each of these parameters (or a combination thereof) depend on the environment:

- **Weak coupling**: One possibility is to let the coupling to matter, \( g \), depend on the environment. In regions of high density—where local tests of gravity are performed—the coupling is very small, and the fifth force sufficiently weak to satisfy all of the constraints. For example, in regions of low density, such as in the cosmos, \( g \) can be of order unity, resulting in a fifth force of gravitational strength. Examples include the *symmetron* \([192–194]\) or *varying-dilaton* \([195, 196]\) theories.

- **Large mass**: Another option is to let the mass of fluctuations, \( m(\tilde{\phi}) \), depend on the ambient matter density. In regions of high density, such as on Earth, the field acquires a large mass, making its effects short range and hence unobservable. Deep in space, where the mass density is low, the scalar is light and mediates a fifth force of gravitational strength. This idea leads quite naturally to screening of the *chameleon* type \([184, 185]\).

---

^{10} A trivial way to approximately recover GR is of course to make the scalar-mediated force sufficiently weak on *all* scales, *e.g.*, by making the coupling of \( \varphi \) to matter, \( g \), to be very small universally. This is an entirely reasonable thing to do (modulo fine-tuning) and leads to *dark energy* models touched upon in Section 2.2 where the dark sector does not interact significantly with visible matter. We will not dwell much on theories of this type, preferring to focus on the phenomenologically richer possibility of the scalar force being *environmentally*—as opposed to universally—weak.

---

\[^{185}\] one can more generally assume different couplings to different matter species, thereby explicitly violating the weak equivalence principle. We also ignore the possibility of derivative interactions with matter, such as the disformal screening mechanism \([186–191]\).

---

\[^{19}\]
• **Large inertia:** We may also imagine making the kinetic function, $Z(\bar{\phi})$, large environmentally. This leads us to screening of the *kinetic* type, either with first derivatives becoming important \[197–200\], or with second derivatives being relevant \[201–204\]. This latter mechanism, where second derivatives are important, is also known as *Vainshtein* screening.

A fourth possibility suggests itself, namely screening by making $c_s(\bar{\phi})$ very large environmentally. Putting aside the issue that this manifestly relies on superluminality, it is important to realize that (3.4) only applies to static sources. For time-dependent sources, on the other hand, the sound speed will only multiply spatial gradients and therefore screening of this type will not be very efficient.\(^{11}\) This raises a challenge, in particular, for reproducing standard cosmological evolution at early times.

### 3.2 Screening mechanisms: phenomenological classification

Another way to classify the screening mechanisms, and one we will adopt in this review, is based on the nature of the screening criterion. We distinguish three cases: *i*) screening set by the local field value $\phi$; *ii*) screening set by the first derivative $\partial \phi$; and *iii*) screening by the second derivative $\partial^2 \phi$. This classification is more phenomenological and better suited for astrophysical and cosmological observations.

- **Screening based on $\phi$:** The first class of screening mechanisms correspond to scalar self-interactions being governed by a potential $V(\phi)$. Hence, whether or not the scalar develops non-linearities depends on the local value of $\phi$. This includes the symmetron, chameleon and dilaton screening mechanisms \[184, 185, 192–194\]. These are all examples of screening where the additional degrees of freedom develop weak couplings to matter, a high mass, or strong self-interactions in regions of high Newtonian potential. These are mechanisms which shut off the fifth force when the gravitational potential $\Phi$ exceeds some critical value,

\[
\Phi \gtrsim \Lambda.
\]  

A useful rule of thumb to ascertain which regions of the universe are screened or unscreened is to map out the gravitational potential smoothed on some scale.

- **Screening based on $\partial \phi$:** The second class of screening mechanisms relies on first derivatives of the field becoming important; these are mechanisms which operate when $\partial \phi \gtrsim \Lambda^2$. An example of a theory of this type is $k$-mouflage \[197, 198\], but it can also be present in generic models with kinetic interactions (so-called $P(X)$ models) \[199\], for example DBI can exhibit this type of screening \[200\]. These are mechanisms which shut off the fifth force when the local gravitational acceleration, $\vec{a} = -\vec{\nabla}\Phi$, exceeds some critical value,

\[
|\nabla \Phi| \gtrsim \Lambda^2.
\]  

\(^{11}\)Indeed, even Vainshtein screening is less efficient in the presence of sources which evolve in time. One way to understand this is by noting that time-dependent sources allow for cancellations in $Z(\bar{\phi})$ between $\dot{\bar{\phi}}$ and $\vec{\nabla}\bar{\phi}$ terms due to the indefinite signature of the metric, making $|Z|$ smaller than naïve estimates.
Here, the heuristic rule to ascertain which regions of the universe are screened or unscreened is to map out the gravitational acceleration smoothed on some scale. This mechanism is useful for constructing theories of MOdified Newtonian Dynamics (MOND) [205]. See [206] and references therein.

- **Screening based on $\partial^2 \phi$:** The third broad class of theories which screen relies on second derivatives of the field becoming important to the dynamics, $\partial^2 \phi \gtrsim \Lambda^3$, while higher-order derivatives remain small. Screening in these theories is essentially a variant of the Vainshtein mechanism\(^ {12} \) [201] (see also [202, 209–213]). The best-known example of a theory exhibiting the Vainshtein mechanism is the galileon [204], which we will review and show explicitly how screening occurs around spherical sources. The Vainshtein mechanism has also been of great interest recently in connection to massive gravity, where recent theoretical developments have made it possible to write down a classically consistent nonlinear theory of a massive graviton [214–218]. This mechanism shuts off the fifth force when the local curvature or density, $R \sim \nabla^2 \Phi$, exceeds some critical value,

$$|\nabla^2 \Phi| \gtrsim \Lambda^3.$$  \hspace{1cm} (3.7)

To determine which regions of the universe are screened or unscreened, here it is useful to map out the curvature smoothed on some scale.

One might be tempted to go further and posit a fourth class of screening mechanisms—the obvious generalization—which depends on third derivatives of the field becoming large: $\partial^3 \phi \gtrsim \Lambda^4$. But it can be seen that this notion will fail for consistency reasons. A (Lorentz-invariant) theory which has third derivatives in the action will necessarily have third (or higher) order equations of motion.\(^ {13} \) This means that to specify initial data it will not suffice to specify only the initial configuration of the field and its first derivative, but also the second derivative of the field. This additional piece of required initial data tells us that we are propagating more than the degree of freedom associated with the scalar. This new degree of freedom generically has the wrong-sign kinetic term—there is a ghost in the theory. This notion can be formalized by going to the Hamiltonian formulation: the theory will describe more than one canonical pair of a field and its momentum, and the Hamiltonian will be unbounded from below. This classic result is known as Ostrogradsky’s theorem [220] (see Appendix C for a review).

### 3.3 Effective field theory as a unifying language

Over the last decade, the theoretical cosmology community has increasingly shifted towards the viewpoint that the effective field theory (EFT) framework offers the most promising and theoretically robust arena in which to explore extensions to the standard $\Lambda$CDM model. The basic rules of

\(^{12}\)This mechanism first appeared in massive gravity to resolve the van Dam–Veltman–Zakharov (vDVZ) discontinuity as the mass of the graviton is taken to zero [207, 208].

\(^{13}\)One loophole is to drop the assumption of Lorentz invariance [219].
effective field theory are simple: identity the low energy fields, specify the symmetries of the theory, and write down all possible terms in the action consistent with these symmetries. The power of EFT lies in the fact that there is typically a systematic expansion in some small parameter (often a derivative expansion) which tells us what terms we can ignore to a given order of accuracy. As the name might suggest, EFTs are only effective descriptions of low-energy physics, valid up to some energy/length scale, called the cutoff of the theory. Beyond this energy scale, the theory ceases to be predictive, and some more fundamental theory must take over to describe the physics. Typically such a high-energy parent theory is called a UV completion. Requiring such a UV completion is not a deficiency of a theory; often times at low energies or long distances some degrees of freedom are not important to the dynamics, but become important when moving to shorter distances. The EFT breaking down is just a reflection of the fact that degrees of freedom we are not keeping track of are becoming important. An illustrative example is that of hydrodynamics: at macroscopic scales, the physics of fluids is well-described by the Navier–Stokes equations, but if we attempt to describe the interactions of water molecules with these equations, we will surely fail.

Of course, not every EFT we write down is well defined, and powerful questions of theoretical consistency constrain the structure of the theory. Specifically, the theory should be ghost-free, contain no gradient instabilities, and any tachyonic ones should be understood in a sensible way. (For completeness, these pathologies are reviewed in Appendix D.) A ghost (field with wrong-sign kinetic term) spells doom for the effective field theory, unless its mass lies above the cutoff. A gradient instability (wrong-sign gradient term) is also a show-stopper—the rate of instability is of order of the cutoff, so there is no regime where the theory makes sense. A tachyon, on the other hand, can be dealt with in a systematic way—perturbations around the (unstable) vacuum offer a good effective description on time scales smaller than the inverse tachyon mass, which sets the instability time scale.

There are other, more subtle properties of an EFT which, although certainly less pathological than ghost or gradient instabilities, are generally considered to be undesirable. Namely, it is possible for a seemingly Lorentz-invariant EFT to allow superluminal propagation around certain backgrounds. Relatedly, the S-matrix may not satisfy the standard analyticity properties that follow from locality. (See Appendix D.4 for a detailed discussion of superluminality and S-matrix non-analyticity.) Superluminality by itself does not necessarily imply the existence of closed time-like curves (CTCs) and their associated pathologies. As in GR [225], there may be Chronology Protection forbidding the formation of CTCs from healthy initial conditions within the EFT description. (This has been argued to be the case for galileons in [226, 227]. See [149] for earlier arguments in the context of $P(X)$ theories.) But superluminality (and/or a non-analytic S-matrix) does imply that the UV completion of the EFT is non-standard, i.e., it cannot be a local quantum field theory or perturbative string theory [228].

All screening mechanisms by definition rely on a scalar field developing non-linearities in certain environments. Generically, this is triggered by higher-dimensional operators becoming large, which

\footnote{For nice introductions to the tools and some applications of effective theories, see [221–224].}
na"ively would imply a breakdown of the EFT expansion. Contrary to this na"ive expectation, there are in fact examples (such as the galileons) where—in certain regimes—a subset of terms in the EFT can become large classically while all other operators remain negligible. A familiar example of this occurs in GR: gravity becomes classically non-linear at a (macroscopic) black hole horizon, but Planck-suppressed corrections to Einstein’s theory remain small. This is by no means guaranteed for the scalar theories under consideration, and successful examples, as we will see, rely on special symmetries.

Another common feature of screening mechanisms is the conformal coupling to matter, \( g(\phi)T_{\mu}^\mu \), depicted in (3.2). An immediate concern is whether this coupling will generate a large mass for \( \phi \) from matter fields running in loops. See Figure 2 for an illustration. Indeed, as is well-known from the hierarchy problem for the Higgs, scalar fields are notoriously difficult to keep light. Assuming for concreteness a linear coupling \( \xi \phi T_{\mu}^\mu / M_{\text{Pl}} \), with \( \xi \sim \mathcal{O}(1) \) for gravitational-strength mediation, the quantum correction to the scalar mass from the 1-loop diagram in Figure 2 is [229]

\[
\delta m_\phi \sim \xi \frac{\Lambda_{\text{UV}}^2}{M_{\text{Pl}}},
\]

where \( \Lambda_{\text{UV}} \) is the cutoff of the EFT. Fortunately, this mass correction is harmless, for the simple reason that \( \Lambda_{\text{UV}} \) is generally very small. Indeed, in order for \( \phi \) to become non-linear in regions of typical density \( \rho \ll M_{\text{Pl}}^4 \) requires a low strong coupling scale. In practice, we will find cutoffs ranging from \( \Lambda_{\text{UV}} \sim (1000 \text{ km})^{-1} \sim 10^{-41} \) \( M_{\text{Pl}} \) for Vainshtein to \( \Lambda_{\text{UV}} \sim \text{mm}^{-1} \sim 10^{-32} \) \( M_{\text{Pl}} \) for chameleon and kinetic screening. In all cases, \( \delta m_\phi \lesssim H_0 \).

Throughout the review, the effective field theories we write down are for fields which describe the background dynamics. For a general parameterization of theories of this type (albeit in the weak-field regime), see [230]. There is a complementary viewpoint where an Friedmann–Lemaître–Robertson–Walker (FLRW) background is assumed and the effective field theory for perturbations about this background is constructed [231–238]. This effective field theory of dark energy is closely related to the effective field theory of inflation formalism [239–241].
4 Organization of the review

This review is broken into two parts that follow. In the next part we discuss the various theoretical developments that have emerged from attempts to modify gravity, motivated in part by the goal of explaining the accelerated expansion of the universe. We organize the material by the types of screening mechanisms employed, and discuss topics in discrete pieces. An effort has been made to keep the various sections self-contained in the hope that readers looking to educate themselves only about a specific topic will be able to find what they need more easily.

In the final part of the review we move on to experimental tests, categorized as to whether the relevant phenomena can be captured in the laboratory, in astrophysical systems or in cosmology. Again, the material is organized so that readers who are interested in the implications of a given test should be able to dip into the article and find what they need, without reading the whole review.

A number of technical results required for the topics in both parts are relegated to appendices, where they can be found if needed, but where their details will not distract from the main discussion. These results represent part of the “folklore” in the cosmology community and can be found scattered throughout the literature, but we felt it worthwhile to reproduce them all in one place here.

Finally, we note that there are many other reviews which overlap in varying degrees with the content of this review. For general reviews of the cosmological constant problem see [34, 86–88, 90, 91, 242–246]. There are also many reviews of various aspects of modified gravity approaches to the cosmological constant and new physics in the gravitational sector. General reviews of modified gravity are given in [247–251]. More specialized reviews include reviews of $f(R)$ gravity [252–255]; Chameleon screening [256, 257]; galileons [258–261] and massive gravity [262, 263]. For reviews of observational tests of GR and dark energy, see [182, 183] and [264, 265], respectively. A topic we do not discuss in great depth is brane-world gravity and cosmology, but reviews can be found in [266–272].

Part II

New physics in the gravitational sector:
theoretical developments

There are, in principle, a number of different ways to classify modified gravity theories. In fact, it is not completely clear how to perform such a classification distinct from dark energy theories in general, since in many cases they both involve new degrees of freedom. Given this, one way to begin is with the realization that any new gravitationally coupled degrees of freedom run the risk of being ruled out by local tests of gravity unless some new physics comes into play. Thus,
it seems natural to classify theories according to the mechanism through which these new degrees of freedom are screened in the solar system, where most precision tests hold. See Section 3 for an introduction to screening.

In this Part we discuss a number of different approaches to modifying gravity organized according to this classification.

5 Screening by deep potentials: $\Phi \gtrsim \Lambda$

The first broad class of modified gravity models we will consider are those which are screened in regions of high Newtonian potential (i.e., for $\Phi$ larger than some critical value). The value of the Newtonian potential above which the field is screened is set by the parameters in the theory. Roughly speaking, theories of this type can be cast as a scalar-tensor theory

$$S = \int d^4x \sqrt{-g} \left( \frac{M_{\text{Pl}}^2}{2} R - \frac{1}{2} (\partial \phi)^2 - V(\phi) \right) + S_{\text{matter}} \left[ A^2(\phi) g_{\mu\nu}, \psi \right], \quad (5.1)$$

where $R$ is the Ricci scalar of the metric $g_{\mu\nu}$, and $V(\phi)$ is a (for now) arbitrary potential. The matter action is a functional of the Jordan-frame metric $\tilde{g}_{\mu\nu} = A^2(\phi) g_{\mu\nu}$ and the various matter fields in the theory, $\psi$. Matter fields described by $S_{\text{matter}}$ couple to $\phi$ through the conformal factor $A(\phi)$ implicit in $\tilde{g}_{\mu\nu}$. The acceleration of a test particle is influenced by the scalar field via

$$\vec{a} = -\vec{\nabla}\Phi - \frac{d \ln A(\phi)}{d\phi} \vec{\nabla}\phi = -\vec{\nabla} \left( \Phi + \ln A(\phi) \right), \quad (5.2)$$

where it is important to remember that $\Phi$ is the Einstein-frame Newtonian potential.

By suitably choosing the potential for the scalar $V(\phi)$ and its coupling to matter, $A(\phi)$, it is possible to arrange a situation where the scalar propagates freely and mediates a fifth force in regions of low Newtonian potential, but where the force is shut off in high density regions, such as in the solar system. To see how this works, we note that the equation of motion for $\phi$ following from (5.1) is

$$\Box \phi = V_{,\phi} - A^3(\phi) A_{,\phi} \tilde{T}, \quad (5.3)$$

where $\tilde{T}$ is the trace of the Jordan frame matter stress tensor, $\tilde{T} = \tilde{g}^{\mu\nu} \tilde{T}_{\mu\nu}$. Since the Jordan frame metric couples minimally to matter, it is this stress tensor that is covariantly conserved

$$\tilde{\nabla}_\mu \tilde{T}^{\mu\nu} = 0. \quad (5.4)$$

The gravitational part of the action is governed by the Einstein equations

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = \frac{1}{M_{\text{Pl}}^2} \left( T_{\mu\nu}^{\text{matter}} + T_{\mu\nu}^{\phi} \right). \quad (5.5)$$

\footnote{Note that this follows straightforwardly from diffeomorphism invariance.}
Taking a divergence and using the contracted Bianchi identity \( \nabla_\mu G^{\mu\nu} = 0 \) we see that the matter stress tensor in the Einstein frame is not conserved

\[
\nabla_\mu T^{\mu\nu}_{\text{matter}} = \frac{A_{,\phi}}{A} T^{\nu\phi}_{\text{matter}} \partial^\nu \phi ,
\]

where we have used the scalar equation of motion (5.3), the fact that \( \tilde{T} = A^{-1} T_{\text{matter}} \), and the expression for the scalar stress-energy tensor (2.2). If we consider a non-relativistic matter source \( (T_{\text{matter}} = -\rho) \), specialize to an FLRW ansatz for the metric, and define the energy density \( \rho \equiv A^{-1} T_{\text{matter}} \), the 0-component of equation (5.6) reads

\[
\dot{\rho} + 3H\rho = 0 .
\]

so this density is conserved in the Einstein frame. Defining this quantity is a useful thing to do, because in terms of \( \rho \) the equation of motion (5.3) for the scalar takes a particularly simple form in terms of an effective potential

\[
\Box \phi = V_{\text{eff},\phi}(\phi) \quad \text{where} \quad V_{\text{eff}}(\phi) = V(\phi) + A(\phi)\rho .
\]

The crucial point here is that the matter density \( \rho \) appears in the effective potential to which the scalar \( \phi \) responds. Therefore, by suitably choosing the potential and coupling to matter, we can create a situation where the force due to the scalar field is hidden in regions of high density. In the following, we will consider two concrete realizations of this idea. The first is the chameleon mechanism, where the scalar field develops a large mass in regions of high density, and mediates a gravitational-strength force elsewhere. The other incarnation of this idea we will describe is the symmetron mechanism, where the effective potential is chosen such that the field \( \phi \) develops a nonzero vacuum expectation value in regions of low density.

### 5.1 Chameleon mechanism

We first consider the situation where a scalar field develops a density-dependent mass. This possibility was first explored in [184, 185, 273]. Heuristically, the aim is to suitably choose \( V(\phi) \) and \( A(\phi) \) such that the mass coming from the effective potential

\[
m_{\text{eff}}^2(\phi) = V_{\text{eff}}(\phi) = V_{,\phi\phi}(\phi) + A_{,\phi\phi}(\phi)\rho ,
\]

is small in regions of low density and large in regions of high density, hiding the force from view. Various considerations constrain the functional form of the potential \( V(\phi) \) and the coupling function \( A(\phi) \) [184, 185, 247, 274]:

- In order to have interesting effects, we want to balance the two contributions to the effective potential in (5.8). Without loss of generality, we assume that \( A(\phi) \) is monotonically increasing \((A_{,\phi} > 0)\), and that \( V(\phi) \) is monotonically decreasing \((V_{,\phi} < 0)\) over the relevant field values.

\footnote{Of course these conditions need only be satisfied over the field range of interest, and not globally.}
Figure 3: Sketch of the effective potential felt by a chameleon field (solid line). The effective potential is a sum of the bare potential of runaway form, $V(\phi)$ (dashed line) and a density-dependent piece, from coupling to matter (dotted line). Reproduced from [247].

- Typically, the dominant contribution to the chameleon effective mass (5.9) comes from $V(\phi)$. For stability, we therefore require $V_{,\phi\phi} > 0$ over the relevant field range.
- Finally, in order for the chameleon effective mass to increase with density, we must have $V_{,\phi\phi\phi} < 0$.

We will see later (Sec. 5.3) that chameleon field excursions, both temporally and spatially, are constrained by phenomenology to be much smaller than the Planck mass, $\Delta \phi \ll M_{\text{Pl}}$. Hence the coupling function can be well-approximated by the linear form

$$A(\phi) \simeq 1 + \xi \frac{\phi}{M_{\text{Pl}}}.$$  \hspace{1cm} (5.10)

The constant $\xi$ must be positive, consistent with our aforementioned assumptions, and $\mathcal{O}(1)$ for a gravitational-strength scalar force. The linearized approximation cannot be applied to the potential $V(\phi)$, on the other hand, since this must necessarily involve a much smaller mass scale to achieve a large range in $m_{\text{eff}}$.

We will focus on a few concrete models where Chameleon screening arises, but the phenomenon is fairly general and has been extensively studied beyond the contexts we discuss [275–287]. For example, Chameleons have been extended to $K$-essence theories [288], used for inflation [289, 290] and embedded in supersymmetry and string theory [291–295].

5.1.1 A simple example

One potential which satisfies all of these constraints—the one originally considered in [184, 185]—is the Ratra–Peebles inverse power-law potential (2.4), which is also an example of tracker
Figure 4: Comparison of chameleon effective potential in regions of low and high density. In regions of low density, the curvature of the potential is much shallower, corresponding to a light scalar that mediates a long range force. In regions of high density, the scalar acquires a large mass, and the force shuts off.

quintessence models [123, 124]:

\[ V(\phi) = \frac{M^{4+n}}{\phi^n}, \]  

(5.11)

where \( n > 0 \) is a constant. With the coupling function (5.10), the minimum of the effective potential lies at

\[ \bar{\phi}(\rho) \approx \left( \frac{nM^{4+n}M_{Pl}}{\xi \rho} \right)^{\frac{1}{n+1}}, \]  

(5.12)

and the effective mass of the \( \phi \) fluctuations is given by

\[ m_{eff}^2(\rho) \approx n(n+1)M^{-\frac{4+n}{3n+n+1}} \left( \frac{\xi \rho}{nM_{Pl}} \right)^{\frac{n+2}{n+1}}. \]  

(5.13)

Here it is manifest that the effective mass is a function of the ambient density, \( \rho \), and that it increases with increasing density, exactly as desired.

The tightest constraint on the model comes from the so-called Eöt-Wash [296] laboratory tests of the inverse square law, which set an upper limit of \( \approx 50 \mu m \) on the fifth-force range, assuming a gravitational-strength coupling. (In Section 8.3 we comment more on local tests of chameleon theories.) Modeling the chameleon profile in the Eöt-Wash set-up, and taking into account that torsion-balance measurements are performed in vacuum, this constraint translates into an upper bound on \( M \) [184, 185]

\[ M \lesssim 10^{-3} \text{ eV}, \]  

(5.14)

which, remarkably, coincides with the dark energy scale. This also ensures consistency with all known constraints on deviations from GR, including post-Newtonian tests in the solar system and binary pulsar observations [184, 185].
5.1.2 Spherically symmetric source and the thin-shell effect

In order to understand the details of how the chameleon force is suppressed in the presence of high ambient density, we solve for the field profile in the presence of a massive compact object, following [185]. We consider a spherically symmetric object with radius $R$, density $\rho_{\text{obj}}$, and total mass $M$, all of which are assumed to be constant for simplicity. Further, we imagine that this object exists in the presence of a homogeneous background of density $\rho_{\text{amb}}$. We denote by $\bar{\phi}_{\text{obj}}$ and $\bar{\phi}_{\text{amb}}$ the minima of the effective potential at the object and ambient density, respectively. Assuming that the coupling function takes the form (5.10), the scalar equation of motion (5.8) for a static and spherically-symmetric background reduces to

$$\phi'' + \frac{2}{r} \phi' = V_{,\phi} + \xi \frac{\rho}{M_{\text{Pl}}}, \quad (5.15)$$

where the density $\rho(r)$ is given by

$$\rho(r) = \begin{cases} \rho_{\text{obj}}, & r < R \\ \rho_{\text{amb}}, & r > R \end{cases}. \quad (5.16)$$

This is a second-order differential equation, and as such we must impose two boundary conditions. The first is that the solution be regular at the origin, that is $d\phi/dr = 0$ at $r = 0$, and the second is that the field approach its ambient-density minimum $\phi_{\text{amb}}$ as $r \to \infty$.

For a given potential, such as the inverse power-law form (5.11), one can of course resort to numerical integration. However, it is instructive to derive the general solution through simple analytical arguments [184, 185]. For a sufficiently large body—in a sense that will be made precise below—the field approaches the minimum of its effective potential deep in its interior:

$$\phi \simeq \bar{\phi}_{\text{obj}}; \quad r < R. \quad (5.17)$$

Outside of the object, but still within an ambient Compton wavelength ($r < m_{\text{amb}}^{-1}$) away, the field profile goes approximately as $1/r$:

$$\phi \simeq \frac{A}{r} + B; \quad R < r < m_{\text{amb}}^{-1}. \quad (5.18)$$

The constants $A$ and $B$ are fixed by boundary conditions:

- imposing $\phi \to \phi_{\text{amb}}$ as $r \to \infty$ implies $B = \phi_{\text{amb}}$;
- setting $\phi(R) = \phi_{\text{obj}}$ fixes $A = -R(\phi_{\text{amb}} - \phi_{\text{obj}})$.

The exterior solution therefore takes the form

$$\phi \simeq -\frac{R}{r} (\phi_{\text{amb}} - \phi_{\text{obj}}) + \phi_{\text{amb}}. \quad (5.19)$$

There is a nice analogy between the above solution and electrostatics [297, 298]. Indeed, since Laplace’s equation, $\nabla^2 \phi \simeq 0$, approximately holds both inside and outside the source, the body
acts as a conducting sphere—any chameleon charge is confined to a thin shell of thickness \( \Delta R \) near the surface. The surface “charge density” given by \( \xi \rho \Delta R / M_{\text{Pl}} \) supports the discontinuity in field gradients, as in electrostatics:

\[
\frac{d \phi}{dr} \bigg|_{r=R+} = \frac{\xi \rho}{M_{\text{Pl}}} \Delta R .
\]  

(5.20)

Combining (5.19) and (5.20), we can then solve for the shell thickness:

\[
\frac{\Delta R}{R} = \frac{\phi_{\text{amb}} - \phi_{\text{obj}}}{6 \xi M_{\text{Pl}} \Phi} ,
\]

(5.21)

where \( \Phi \equiv M / 8 \pi M_{\text{Pl}}^2 R \) is the surface gravitational potential. The exterior field profile can thus be written as

\[
\phi(r > R) \simeq - \frac{3 \xi}{4 \pi M_{\text{Pl}}} \frac{\Delta R M e^{-m_{\text{amb}}(r-R)}}{r} + \phi_{\text{amb}} . \quad \text{(screened)},
\]

(5.22)

where we have restored the Yukawa exponential factor since the field is massive. This profile is identical to that of a massive scalar of mass \( m_{\text{amb}} \), except that the coupling is reduced by the thin-shell factor \( \Delta R / R \ll 1 \). In this case the source is said to be screened.

Clearly, the above approximations break down if \( \frac{\phi_{\text{amb}} - \phi_{\text{obj}}}{6 \xi M_{\text{Pl}} \Phi} \gtrsim 1 \). For fixed density contrast, this corresponds to a weak source (i.e., one with small \( \Phi \)). In this regime, the coupling is not suppressed by a thin-shell factor, and the object is said to be unscreened:

\[
\phi(r > R) \simeq - \frac{\xi}{4 \pi M_{\text{Pl}}} \frac{M e^{-m_{\text{amb}}(r-R)}}{r} , \quad \text{(unscreened)}.
\]

(5.23)

This chameleon screening effect can be understood qualitatively as follows. For sufficiently massive objects, deep inside the object the chameleon will minimize the effective potential for the

Figure 5: Setup for the computation of the thin-shell effect of Section 5.1.2.
interior density. Correspondingly, the mass of fluctuations of the chameleon field is large inside the object. Therefore, there is a Yukawa suppression of the contribution from the core of the object to the exterior field profile. Only a thin shell beneath the surface contributes significantly to the exterior field profile. Another way of saying this is that the chameleon field effectively only couples to a thin shell beneath the surface of an object. In contrast, gravity couples to the entire mass of the object, therefore the chameleon force on an exterior test mass will be suppressed compared to the force due to gravity. The analogy of the thin shell effect to electrostatics [297, 298] can also be exploited to compute the chameleon profile in the presence of more general distributions of matter using familiar methods.

5.1.3 Example: $f(R)$ gravity

A modification to gravity, which can exhibit chameleon screening, that has received a lot of attention is so-called $f(R)$ gravity; in these models, the Ricci scalar in the Einstein–Hilbert action is replaced by an arbitrary function of the Ricci scalar. Models involving higher curvature invariants have been interesting to theorists since early investigations by Stelle [299, 300], which showed in particular that a theory with quadratic curvature terms is renormalizable. In the context of inflation, Starobinsky wrote down a Lagrangian of the form $\mathcal{L} \sim R + R^2$ which was shown to be able to drive cosmic acceleration [301] in the early universe. In [302–304], this idea was adapted to explain the late-time acceleration of the universe, without invoking a cosmological scalar field. Since then, there have been numerous investigations involving models of this type.

As was argued in Section 2, this modification introduces an additional scalar degree of freedom—indeed, we will see that the theory is equivalent to a scalar-tensor theory [305, 306]. As such, there are various constraints on the functional form of $f(R)$, coming from theoretical considerations [307–310], cosmology [311–313] and solar system constraints [314–319]. Indeed, many of the earliest studied models were ruled out on some of these grounds, with solar system constraints being the most stringent. However, classes of models were found which are compatible with solar system constraints, essentially by invoking the chameleon mechanism to screen the additional degree of freedom [274, 320–325]. The cosmologies of various models are studied in [326–334]. Additionally, the behavior of perturbations and large-scale structure has been carefully studied in $f(R)$ gravity [335–346]. One intriguing possibility is that modifications of the $f(R)$ type could explain cosmic inflation and late-time acceleration in a unified way, which is investigated in [347–355]. It has been argued that higher-curvature theories can arise naturally from string theory under appropriate assumptions [356, 357]. Like Einstein gravity, these theories admit a Palatini formulation, which is quite subtle and has been extensive studied [180, 358–372]. Models which can cross the phantom divide and have effective equations of state $w < -1$ have been studied [373–376], along with investigations into energy conditions in $f(R)$ gravity [377–379]. In [380] it was pointed out that some models would be incompatible with the existence of relativistic stars, this issue is investigated in [381–388]. For some investigations into the quantum properties of these theories, see [389–391].
In [392], the variational principle of higher-derivative theories is examined and formulated systematically. Additionally, N-body simulations of gravitational collapse and clustering have been carried out in [393–405]. Functions of other curvature invariants have also been considered [406–410], but \( f(R) \) theories are distinguished in that they (and \( f(Gauss–Bonnet) \) theories) do not have ghosts. For reviews of all of these topics and more, see [252–255].

The action for this modification to Einstein gravity is of the form
\[
S = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} \left( R + f(R) \right) + S_{\text{matter}}[g_{\mu\nu}, \psi], 
\]
where we have assumed that the matter fields, \( \psi \), couple minimally to the metric \( g_{\mu\nu} \), which has Ricci scalar \( R \). In fact this theory is classically equivalent to a scalar-tensor theory [305, 306]. To see this, consider the alternate action
\[
S = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} \left( R + f(\Phi) + \frac{df}{d\Phi}(R - \Phi) \right) + S_{\text{matter}}[g_{\mu\nu}, \psi], 
\]
with equations of motion [245, 322, 337]\(^{17}\)
\[
(1 + f_R) R_{\mu\nu} - \frac{1}{2} (R + 2\Box f_R) g_{\mu\nu} - \nabla_\mu \nabla_\nu f_R = \frac{1}{M_{Pl}^2} T_{\mu\nu}^{\text{matter}} \tag{5.26}
\]
\[
\Phi = R, \tag{5.27}
\]
where \( f_R \equiv df/dR = df/d\Phi \). From equation (5.27), we see that \( \Phi \) is an auxiliary field—its equation of motion is non-dynamical (it does not involve time derivatives of \( \Phi \)). At the classical level, we may therefore use this equation to eliminate \( \Phi \) from the action and reproduce the \( f(R) \) action (5.24).\(^{18}\) We also note that the trace of (5.26) can be cast as an equation for the scalar degree of freedom \( f_R \):
\[
\Box f_R = \frac{1}{3} \left( R + 2f - f_R R + \frac{1}{M_{Pl}^2} T \right) \equiv \frac{dV_{\text{eff}}(f_R)}{df_R}, \tag{5.28}
\]
where \( V_{\text{eff}}(f_R) \) is an effective potential. Taking another derivative, we obtain the effective mass of the scalar \( f_R \)
\[
m_{\text{eff}}^2(f_R) = \frac{1}{3} \left( \frac{1 + f_R}{f_{RR}} - R \right), \tag{5.29}
\]
where \( f_{RR} \equiv d^2f/dR^2 \).

In fact the action (5.25) is nothing more than Einstein gravity plus a canonical scalar non-minimally coupled, albeit in disguise. To make this explicit, we simultaneously make a conformal transformation and a field redefinition
\[
\tilde{g}_{\mu\nu} = \left( 1 + \frac{df}{d\Phi} \right) g_{\mu\nu}, \quad \phi = -\sqrt{\frac{3}{2}} M_{Pl} \log \left( 1 + \frac{df}{d\Phi} \right). \tag{5.30}
\]

\(^{17}\)Note that we have assumed that \( f_{,\Phi} \neq 0 \) in the \( \Phi \) equation of motion.

\(^{18}\)In field theory language, we are integrating out \( \Phi \) at tree level.

26
This leads to the action

$$S = \int d^4x \sqrt{-g} \left( \frac{M^2_{\text{Pl}}}{2} \bar{R} - \frac{1}{2} \bar{g}^{\mu\nu} \partial_\mu \phi \partial_\nu \phi - V(\phi) \right) + S_{\text{matter}}[e^{\sqrt{2/3} \phi/M_{\text{Pl}}^4} g_{\mu\nu}, \psi],$$

(5.31)

where we have defined

$$V(\phi) = \frac{M^2_{\text{Pl}}}{2} \left( \frac{\partial f}{\partial \phi} - f(\phi) \right) \left( 1 + \frac{\partial f}{\partial \phi} \right)^2.$$

(5.32)

The action now takes the form (5.1) with $A^2(\phi) = e^{\sqrt{2/3} \phi/M_{\text{Pl}}^4}$, and for a suitable choice of $V(\phi)$ will exhibit chameleon screening. The potential for the scalar field is set by our choice of the function $f$, and an important thing to note is that theories that look extremely complicated in one description may be simple from the other perspective. For example, simple functions of $R$ often correspond to non-analytic potentials for the scalar $\phi$, and vice versa.

Such a modification to gravity is interesting because the additional scalar degree of freedom acts as another source in Einstein’s equations, which can drive cosmic acceleration. Indeed, specializing to an FLRW background, the Friedmann and acceleration equations take the form [245, 322, 337]

$$H^2 + \frac{f}{6} - \frac{\ddot{a}}{a} f_R + H \dot{f}_R = \frac{1}{3M^2_{\text{Pl}}} \rho$$

(5.33)

$$- \frac{\ddot{a}}{a} - f_R H^2 + \frac{f}{6} + \frac{\dot{f}_R}{2} = - \frac{1}{6M^2_{\text{Pl}}} (\rho + 3P).$$

(5.34)

Here, when $f(R) \neq 0$, the additional contributions can be interpreted as a perfect fluid with equation of state

$$w_{\text{eff}} = - \frac{1}{3} \frac{2}{3} \left( \frac{H^2 f_R - f/6 - H \dot{f}_R - \dot{f}_R/2}{-H^2 f_R - f/6 - H \dot{f}_R + f_R R/6} \right).$$

(5.35)

By suitably choosing the functional form of $f(R)$, one can then reproduce any expansion history desired.

The function $f(R)$ in (5.24) is not a completely free function. There are various constraints on its form coming both from theoretical consistency and phenomenological viability [245]:

- In regions of high curvature, where $|R f_{RR}| \ll 1$ and $f_R \sim 0$, the equation for the mass of the scalar (5.29) reduces to

$$m^2_{\text{eff}}(f_R) \approx \frac{1}{3 f_{RR}}.$$

(5.36)

In order to avoid tachyons, we must have $f_{RR} > 0$ in this regime [308, 310, 337].
- To keep the graviton from becoming a ghost, we must have $1 + f_R > 0$ everywhere [306].
- Gravitation is very well-tested in the early universe through, for example, primordial nucleosynthesis, and so we would like to recover Einstein gravity at early times (high curvatures). Formally, this means we must have

$$\frac{f(R)}{R} \to 0 \quad \text{and} \quad f_R \to 0 \quad \text{as} \quad R \to \infty.$$

(5.37)
Since we have \( f_{RR} > 0 \) everywhere, \( f_R \) must approach 0 from below as \( R \to \infty \) so \( f_R \) is a monotonically increasing negative function, \( f_R < 0 \) [245, 322].

- Finally, we want to satisfy solar system constraints on fifth forces. In order for this to be true, we must have \(|f_R| \ll 1\) in the present universe. This is because this quantity is what sources the fifth force [185]. In [322] the bound of \(|f_R| \lesssim 10^{-6}\) was obtained. We will discuss more stringent bounds later on.

With these constraints in mind, two well-studied choices for the form of the function \( f(R) \) are the Hu–Sawicki model [322]19

\[
f(R) = -\frac{a M^2}{1 + \left(\frac{R}{M^2}\right)^{-\alpha}},
\]

and the Starobinsky model [323]

\[
f(R) = a M^2 \left[ \left( 1 + \frac{R^2}{M^4} \right)^{-\frac{\alpha}{2}} - 1 \right],
\]

where both \( a, \alpha > 0 \). The cosmologically relevant regime is \( R \gg M^2 \), where both models take the same form [247]

\[
f(R) \approx a M^2 \left[ \left( \frac{R}{M^2} \right)^{-\alpha} - 1 \right].
\]

For completeness, we note that in the Einstein frame, this corresponds to a potential for the scalar of the form [247]

\[
V(\phi) \approx \frac{a}{2} M^2 \left[ 1 - \left( \frac{1}{3 a \alpha M^2} \phi \right)^{\frac{3}{\alpha + 1}} \right].
\]

### 5.2 Symmetron mechanism

Another method of screening long range forces is to weaken the coupling to matter in regions of high density or Newtonian potential. One way of doing this is the symmetron mechanism [192, 411], in which the coupling of the scalar to matter is proportional to the vacuum expectation value (VEV) of the field. (For earlier related work, see [193, 194].) The effective potential is chosen so that the field acquires a nonzero VEV in low-density regions, but the symmetry is restored in high density regions. Therefore, in such high density regions, the field has zero VEV and so does not couple to matter. In regions of low density, the field spontaneously breaks some symmetry and acquires a VEV, allowing it to couple to matter and mediate a force. The cosmology of this theory is studied in [411], while perturbations and large-scale structure are examined in [412–415]. For N-body simulations of the matter power spectrum and halo mass function, see [416, 417]. If the symmetron couples to electromagnetism, there can be interesting signatures of cosmological domain walls [418, 419]. Symmetron fields have also been used for inflation [420].

19 We have adopted the conventions of [247] for the HS model, which takes \( M^2 = \frac{m^2}{c_1^{1/n}} \) and \( a = c_1 c_2^{1/n-1} \) relative to [322].
5.2.1 A $\mathbb{Z}_2$ example

Here we consider the simplest incarnation of this mechanism, studied in [192]: a $\mathbb{Z}_2$-symmetric action of the symmetry-breaking form

$$S = \int d^4x \sqrt{-g} \left( \frac{M_{Pl}^2}{2} R - \frac{1}{2} (\partial \phi)^2 + \frac{\mu^2}{2} \phi^2 - \frac{\lambda}{4} \phi^4 \right) + S_{\text{matter}} \left[ \left( 1 + \frac{1}{2M^2} \phi^2 \right)^2 g_{\mu \nu}, \psi \right]. \quad (5.42)$$

Clearly, this is of the form (5.1) with the potential

$$V(\phi) = -\frac{\mu^2}{2} \phi^2 + \frac{\lambda}{4} \phi^4, \quad (5.43)$$

and the coupling to matter given by

$$A(\phi) = 1 + \frac{1}{2M^2} \phi^2 + O \left( \frac{\phi^4}{M^4} \right). \quad (5.44)$$

Here, $M$ is some high mass scale, so that the terms we have ignored are negligible ($\phi \ll M$). It is then clear from (5.8) that the effective potential felt by $\phi$ in the presence of a non-relativistic source is given by

$$V_{\text{eff}}(\phi) = \frac{1}{2} \left( \frac{\rho}{M^2} - \mu^2 \right) \phi^2 + \frac{\lambda}{4} \phi^4. \quad (5.45)$$

So we see that $\rho$ acts precisely like an effective mass! Whether or not the $\mathbb{Z}_2$ symmetry is spontaneously broken depends on the ambient matter density. In regions of low density, the symmetry is spontaneously broken and $\phi$ acquires a vacuum expectation value

$$\bar{\phi} = \sqrt{\frac{\mu^2}{\lambda}}. \quad (5.46)$$

However, in regions of high density, $\rho \gg M^2 \mu^2$, and the symmetry is restored. The key insight here is that the force due to $\phi$ is mediated by fluctuations about these background values ($\phi = \bar{\phi} + \delta \phi$). Since it is quadratic in $\phi$, the coupling to matter is proportional to the vacuum expectation value:

$$\frac{\phi^2}{M^2} T \sim \frac{\bar{\phi}}{M^2} \delta \phi \rho. \quad (5.47)$$

Therefore in high density regions, where $\phi$ has no VEV, the fluctuations $\delta \phi$ do not couple to matter! Thus, $\phi$ does not mediate a fifth force in these regions.

The symmetron has a thin-shell effect similar to that of the chameleon [192]. Consider once again the ideal case of a static, spherically-symmetric source of homogeneous density $\rho \gg \mu^2 M^2$. For simplicity, we assume that the object lies in vacuum, so that the symmetron tends to its symmetry-breaking VEV far away: $\phi \rightarrow \bar{\phi}$ as $r \rightarrow \infty$.

For a sufficiently massive source, in a sense that will be made precise shortly, the solution has the following qualitative behavior. Deep in the core of the object, the symmetron is weakly coupled to matter, since the matter density forces $\phi \approx 0$ there. Near the surface, meanwhile, the field
must grow away from \( \phi = 0 \) in order to asymptote to the symmetry-breaking VEV far away. The symmetron is thus weakly coupled to the core of the object, and its exterior profile is dominated by the surface contribution. In other words, analogously to chameleon models, there is a thin-shell screening effect suppressing the symmetron force on an external probe.

Explicit calculations show that whether screening occurs or not depends on the parameter

\[
\alpha \equiv \frac{\rho R^2}{M^2} = \frac{M_{Pl}^2}{M^2} \Phi.
\]

(5.48)

Objects with \( \alpha \gg 1 \) display thin-shell screening, and the resulting symmetron-mediated force on a test particle is suppressed by \( 1/\alpha \) compared to the gravitational force. Objects with \( \alpha \ll 1 \), on the other hand, do not have a thin shell—the symmetron gives an \( O(1) \) correction to the gravitational attraction in this case.

### 5.2.2 Dilaton screening

A third type of density-dependent screening mechanism, which we will mention only briefly here, is the environmentally-dependent dilation mechanism of [195, 196]. Conceptually, this mechanism is similar to the symmetron, but here the potential and coupling to matter are given by

\[
V(\phi) = V_0 e^{-\phi/M_{Pl}}, \quad \text{and} \quad A(\phi) = 1 + \frac{1}{2M} (\phi - \phi_*)^2.
\]

(5.49)

In dense regions, where \( \phi \approx \phi_* \), the coupling to matter is negligible, while in low density regions the field \( \phi \) mediates a gravitational-strength force.

### 5.3 Cosmological effects

A general limitation of the chameleon, symmetron and varying-dilaton mechanisms discussed in this Section—and more generally of any mechanism whose screening condition is set by the local Newtonian potential—is that the range of the scalar-mediated force on cosmological scales is bounded:

\[
m_{\cosmo}^{-1} \lesssim \text{Mpc}.
\]

(5.50)

Hence, these mechanisms have negligible effect on density perturbations on linear scales today. Correspondingly, the deviation from the \( \Lambda \)CDM background cosmology due to the scalar energy density is negligible. That said, these mechanisms remain interesting as a way to hide light scalars suggested by fundamental theories. The way to test these theories is to study small scale phenomena, as we will review below.

The bound (5.50) on the Compton wavelength was shown in detail and under very general conditions in [421]. We sketch the proof for the simplest case of the chameleon theory discussed in Section 5.1.2 with monotonically-decreasing \( V(\phi) \) and \( \xi \sim O(1) \). The starting point is to require that the Milky Way galaxy be screened:

\[
\frac{\phi_0}{6 M_{Pl} \Phi_{MW}} \lesssim 1,
\]

(5.51)
where \( \phi_0 \) is the present cosmological value of the chameleon, and where we have assumed the coupling is \( \xi \sim \mathcal{O}(1) \). Clearly, this should be a necessary condition to satisfy local tests of gravity. Since the gravitational potential of the Milky Way is \( \Phi_{\text{MW}} \sim 10^{-6} \), this implies a bound on the field excursion on cosmological scales:

\[
\phi_0 \lesssim 10^{-6} \, \text{M}_\text{Pl} .
\] (5.52)

On the other hand, consider the scalar evolution equation on cosmological scales:

\[
\ddot{\phi} + 3H \dot{\phi} = -V_{,\phi} - \xi \frac{\rho}{\text{M}_\text{Pl}} .
\] (5.53)

The source term \( \sim \rho / \text{M}_\text{Pl} \) exerts a significant pull on the chameleon. If left unabated, it would drive the field over a distance \( \sim \text{M}_\text{Pl} \) in a Hubble time, in conflict with (5.52). Of course, this is prevented by the potential term, provided that

\[
V_{,\phi} \simeq -\xi \frac{\rho}{\text{M}_\text{Pl}} .
\] (5.54)

This condition must hold at least for a Hubble time, over which time the density changes by \( \Delta \rho \sim H_0^2 \text{M}_\text{Pl}^2 \). Using the relation \( m_{\text{cosmo}}^2 = V_{,\phi \phi} \), we have

\[
\Delta V_{,\phi} \simeq m_{\text{cosmo}}^2 \Delta \phi \sim H_0^2 \text{M}_\text{Pl} .
\] (5.55)

From (5.52), it follows that \( \Delta \phi \lesssim 10^{-6} \, \text{M}_\text{Pl} \), and hence

\[
m_{\text{cosmo}}^{-1} \lesssim 10^{-3} \, H_0^{-1} \sim \text{Mpc} ,
\] (5.56)

as advertised. This bound was also derived in [422] using slightly different arguments.\(^{20}\)

The bound of \( 10^{-6} \, \text{M}_\text{Pl} \) on the field excursion also implies that the scalar energy density must be negligible, modulo a cosmological constant contribution. Indeed, using \( \dot{\phi} \sim \phi_0 H_0 \), the kinetic energy is suppressed:

\[
\Omega_{\text{kin}} \sim \frac{\dot{\phi}^2}{H_0^2 \text{M}_\text{Pl}^2} \sim \frac{\phi_0^2}{\text{M}_\text{Pl}^2} \lesssim 10^{-12} .
\] (5.57)

The potential energy (ignoring a constant contribution) is also suppressed:

\[
\Omega_{\text{pot}} \sim \frac{|\Delta V|}{H_0^2 \text{M}_\text{Pl}^2} \sim \frac{|V_{,\phi}| \Delta \phi}{H_0^2 \text{M}_\text{Pl}^2} \sim \xi \frac{\rho \phi_0}{\text{M}_\text{Pl}^3} \lesssim 10^{-6} ,
\] (5.58)

where we have used \( \rho \sim H_0^2 \text{M}_\text{Pl}^2 \). Thus the expansion history is indistinguishable from the \( \Lambda \text{CDM} \) model. A related fact is that the conformal factor \( A(\phi) \sim 1 + \xi \frac{\phi}{\text{M}_\text{Pl}} \) relating the Einstein-frame and Jordan-frame metrics is approximately constant:

\[
\frac{\Delta A}{A} \sim \frac{\Delta \phi}{\text{M}_\text{Pl}} \lesssim 10^{-6} .
\] (5.59)

(This confirms the claim made earlier, and justifies the linear approximation of (5.10) for chameleons.) This precludes the possibility of self-acceleration, i.e., acceleration not due to a form of dark energy, but instead from a varying conformal factor [421].

\(^{20}\)For a similar argument in the context of the symmetron, see [423].
Figure 6: Model-independent constraints on chameleon fields in the $\xi$, $m_\phi$ plane with $\rho_{\text{lab}} = 10$ g/cm$^3$, reproduced from [229]. Shaded regions show loop bounds from (5.61) and experimental constraints from Eöt-Wash [425]. The dashed curve shows the direct bound on the $\phi^4$ model for $\xi < 1$ [296], converted to $m_{\text{eff}}$.

5.4 Radiative stability: 1-loop considerations

While much of the work on chameleon theories has focused on their classical description, it is crucial to understand the robustness of the screening mechanism to quantum corrections. At first sight, this question appears to be trivial: chameleons couple to matter fields and gravitons, hence matter or graviton loops should generate quadratically-divergent radiative corrections to the chameleon mass: $\Delta m_{\text{eff}} \sim \Lambda_{\text{UV}}^2/M^2_{\text{Pl}}$. However, as we will see below, the cutoff $\Lambda_{\text{UV}}$ is generally so small ($\Lambda_{\text{UV}} \sim \text{meV}$) that these corrections are completely negligible.

Following [229] we focus on quantum corrections due to the one-loop Coleman–Weinberg correction (see, for example, [424]):

$$\Delta V(\phi) = \frac{m^4_{\text{eff}}(\phi)}{64\pi^2} \ln \left( \frac{m^2_{\text{eff}}(\phi)}{\mu^2} \right),$$

where $\mu$ is an arbitrary mass scale. Since this correction grows with increasing chameleon mass as $m^4_{\text{eff}}$, it is immediately clear that quantum corrections can present problems for chameleon theories. Chameleon screening of fifth forces operates by increasing $m_{\text{eff}}$, so quantum corrections must become important above some effective mass. On the other hand, laboratory measurements place a lower bound on the effective mass. This causes tension between a model’s classical predictivity and the predictions that it makes. Viable chameleons must tiptoe between being heavy enough to avoid fifth force constraints and remaining light enough to keep quantum corrections under control.

Quantitatively, it is possible to derive the following model-independent bound on the Compton
wavelength $m_{\text{eff}}^{-1}$ at laboratory density in order for quantum corrections to be under control:

$$m_{\text{eff}} \lesssim \left( \frac{48\pi^2 \xi^2 \rho_{\text{lab}}}{M_{\text{Pl}}^2} \right)^{\frac{1}{6}} = 0.0073 \left( \frac{\xi \rho_{\text{lab}}}{10 \text{ g cm}^{-3}} \right)^{\frac{1}{3}} \text{eV}. \quad (5.61)$$

Remarkably, this bound holds quite generally, independent of the detailed form of $V(\phi)$. For gravitational coupling ($\xi \sim 1$) and typical densities, this mass scale is close to the dark energy scale of $\rho_\Lambda^{1/3} = 0.0024 \text{eV}$. This results from the numerical coincidence that $(\rho_{\text{lab}}/M_{\text{Pl}})^{4/3} \sim \rho_\Lambda$. Most importantly, the Compton wavelength corresponding to this maximum mass, $0.027(\xi \rho_{\text{lab}}/10 \text{ g cm}^{-3})^{-1/3} \text{mm}$, is comparable to the length scales probed by the smallest-scale torsion pendulum experiments.

This tension is shown in Figure 6, reproduced from [229]. The Eötvös-Wash constraint [425] assumes Yukawa potentials (with constant mass $m$). To translate these Yukawa constraints to the chameleon case, [229] made the conservative approximation of substituting for $m$ the maximum chameleon mass achieved in the experimental set-up. This is conservative because the range of the chameleon-mediated force is in actuality longer in parts of the experiment, which should result in a tighter constraint. This is shown explicitly for a $\phi^4$ potential as the dashed curved in Figure 6—the excluded region widens, as expected, but still leaves a narrow window of allowed models. An improvement of a factor of $\simeq 2$ in the Yukawa range could close the gap and eliminate all chameleon theories around $\xi = 1$ whose quantum corrections are under control.

### 6 Screening with higher-derivative interactions: $\partial \phi; \partial^2 \phi \gtrsim \Lambda$

As we discussed earlier, around a particular background the behavior of new degrees of freedom—be they new fields, or part of the metric—can be captured in the effective field theory formalism. In the previous Section, we studied terms that either self-couple such fields, or couple them in nontrivial ways to matter, and showed how the naïve dynamics can be substantially altered in regions of high density. In this subsection we explore the other logical possibility.

In the effective Lagrangian, the only other types of terms that are generated beyond self couplings and couplings to matter are those terms involving derivatives of the new fields. When we write down our first field theories, we immediately encounter the simplest example of such a term as the kinetic term that is a quadratic term in derivatives of the field, and thus generates the evolution part of the resulting second order equations of motion. Indeed, even before thinking of field theories, it is the presence of the kinetic energy term in the Lagrangian for a point particle that gives rise to the acceleration part of $F = ma$.

At first glance, there is a multitude of Lorentz-invariant terms involving derivatives that could form an infinite sequence of contributions to the effective theory just as, for example, higher and higher powers of fields are possible in the potential and coupling parts of the theory. However, there are two important reasons that—in many cases—such terms are not expected to be important. The first reason is simply the point of the effective field theory approach. Kinetic terms are already marginal operators in the Lagrangian, and any higher powers of them must therefore be irrelevant.
operators, and as such will come suppressed by an appropriate power of the UV cutoff of the theory, $\Lambda$. Since effective field theories are useful within their regimes of validity (organized as an expansion in energy over the cutoff), it is easy to see that, in general, whenever such higher order terms become important—that is $E/\Lambda \sim 1$—the entire infinite tower of such terms becomes equally important, and the field theory will break down.

The second reason that theorists are wary of Lagrangians with higher order derivatives is because, as we have mentioned before, in general if we go beyond first derivatives in the action, then, aside from a few special cases (that we will discuss), systems with more than two time derivatives in their equations of motion admit an equivalent classical description in terms of a Lagrangian that generically contains ghosts. In the effective field theory approach such terms are, of course, expected in the Lagrangian, but, again, terms that contain higher derivatives appear from an expansion of an unknown UV–complete theory. This expansion provides an accurate description of the full theory only at low energies, and the physical degrees of freedom are assumed to be only those that appear in the ground state of the theory. Thus, classically, the presence of extra solutions to the field equations that correspond to the existence of ghosts is an artifact of the effective theory, due to the truncation of an infinite series, and if it is possible to push the masses of these degrees of freedom beyond the cutoff, then the ghosts can be ignored. As we have also discussed, ghosts, and the validity of the effective field theory are not the only things to be worried about in theories with nontrivial derivative interactions—such theories may pose new challenges, such as the existence of superluminally propagating modes around certain backgrounds. Furthermore, while we will work within the effective field theory approach, there is an implicit assumption that it is possible, at least in principle, to find a UV completion of the theory, for which our approach describes the correct infrared (IR) physics. It turns out that even this cannot always be guaranteed, providing yet another powerful technical constraint on the existence of viable theories with higher-derivative interactions. (See Appendix D.4 for a detailed discussion.)

The considerations mentioned above mean that a great deal of care is required when constructing theories in which derivative interaction terms play an important part. Nevertheless, a number of important effects are possible in models that evade the above worries in interesting ways, and which provide a new way to implement screening.

There are essentially two closely-related ways in which screening through derivatives can take place. The first is what we term kinetic screening, in which only first derivatives of the relevant fields enter the Lagrangian, thus ensuring second order equations of motion and the absence of ghosts in the most obvious manner. The second possibility is through the Vainshtein effect, in which higher derivative terms enter the Lagrangian, ghosts are avoided in a more subtle way, and, roughly speaking, the relevant physics is sensitive to the local field-space curvature $\partial \partial \Phi$. In what follows we shall consider these separately for pedagogical reasons, and ultimately will pay particular attention to models in which the Vainshtein effect is active.
6.1 Kinetic screening

For simplicity, let us focus on scalar fields, generically written as $\phi$. Lagrangians with exotic kinetic terms, but involving only first derivatives of fields are often referred to as $P(X,\phi)$ models, with $X \equiv -\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi$, since the requirement that the Lagrangian be a Lorentz scalar means that the first derivatives must appear in this combination.

Models of this type have been widely applied to cosmology. They first appeared in the so-called $K$-inflation models [155, 156], for other studies of kinetic-driven inflation, see [426–429] and for discussion of non-Gaussianity in these models, see [430–442]. Models with non-canonical kinetic structure have also been much studied for cosmic acceleration, where they go by the name $K$-essence [134–154]. A particular functional form of $P(X,\phi)$ which has attracted considerable attention are Dirac–Born–Infeld (DBI) models, which arise in the action for D-branes in string theory [138, 142, 443, 444]. Another model which has attracted considerable attention is the ghost condensate [445], which can be used to violate the null energy condition and construction bouncing cosmologies [239, 446, 447]. It has been argued that the ghost condensate is in conflict with the 2nd law of black hole thermodynamics [448, 449]. (See [450] for a dissenting viewpoint.) A postivie energy theorem for $P(X,\phi)$ theories coupled to Einstein gravity has been proved in [451, 452]. Further, $P(X,\phi)$ models have been supersymmetrized [453, 454], and topological defects and solitons are studied in [455–464]. Analyses of screening in these models can be found in [197–200, 465, 466], along with studies of large-scale sctructure [467, 468]. Away from cosmology, theories of this type have been used to model fluids and solids [469–480].

The simplest model of this type is a theory with a shift symmetry

$$\phi(x) \mapsto \phi(x) + c ,$$

(6.1)

where $c$ is a constant. For simplicity, we also imagine that the theory is invariant under the discrete symmetry $\phi \mapsto -\phi$, so that the lowest-order Lagrangian is

$$\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 + \frac{\alpha}{4 \Lambda^4} (\partial \phi)^4 + \frac{g}{M_{Pl}} \phi T ,$$

(6.2)

where $\Lambda$ has units of mass, $\alpha$ and $g$ are dimensionless numbers, and we may absorb the magnitude of $\alpha$ into $\Lambda$, so long as $M_{Pl} \gg \Lambda$, this breaking will be soft. The equation of motion descending from this Lagrangian is

$$\Box \phi - \frac{\alpha}{\Lambda^4} \partial_\mu ( (\partial \phi)^2 \partial^\mu \phi ) + \frac{g}{M_{Pl}} T = 0 .$$

(6.3)

6.1.1 Spherically-symmetric source

To see screening at work in this model, we consider a point source

$$T = -M \delta^{(3)}(\vec{x}) ,$$

(6.4)
and search for static, spherically-symmetric solutions. The equation of motion (6.3) reduces to
\[ \nabla \cdot \left( \nabla \phi - \frac{\alpha}{M_p^2} \nabla \phi \right) = \frac{g}{M_p^2} \delta^{(3)}(\vec{x}) \, . \tag{6.5} \]
Due to the shift symmetry of \( \phi \), the left hand side appears as a total divergence and thus admits a first integral; integrating both sides, we obtain \[ \phi' - \frac{\alpha}{M_p^2} \phi'^3 = \frac{1}{4\pi^2} \frac{gM}{M_p^2} \delta(3)(\vec{x}) \, . \tag{6.6} \]
This is a cubic equation in \( \phi' \), and may be solved exactly by radicals. In the case \( \alpha = -1 \), for example, it reads
\[ \frac{\phi'(r)}{\Lambda^2} = \frac{\Lambda^2}{4\pi} \left( \frac{r}{r_*} \right)^{2/3} - \left( 72\pi \right)^{-1/3} \left( -9 + \sqrt{81 + 192\pi^2 \left( \frac{r}{r_*} \right)^4} \right)^{1/3} \left( \frac{r_*}{r} \right)^{2/3} \, . \tag{6.7} \]
This full solution is not particularly enlightening, it is much more useful to consider two asymptotic regimes: far from and close to the source. Far from the source, the term linear in \( \phi' \) is dominant, while close to the source, the cubic term in \( \phi' \) is more important. The crossover scale between these two regimes occurs when \( \phi' \sim \Lambda^2 \), giving
\[ r_* = \frac{1}{\Lambda} \left( \frac{gM}{M_p^2} \right)^{1/2} \, . \tag{6.8} \]
In the asymptotic regimes, we have \[^{21}\]
\[ \phi'(r) \sim \begin{cases} \frac{\Lambda^2}{4\pi} \left( \frac{r}{r_*} \right)^2 \left( -\alpha \right)^{1/3} \Lambda^2 \left( \frac{r}{r_*} \right)^{2/3} & \text{for } r \gg r_* \\ \left( -\alpha \right)^{1/3} \Lambda^2 \left( \frac{r}{r_*} \right)^{2/3} & \text{for } r \ll r_* \end{cases} \, . \tag{6.9} \]
Note that it is clear from these forms that a consistent continuous solution is only possible if we choose \( \alpha = -1 \), and we shall use this value from now on. \[^{22}\]

We are now in a position to understand screening of the force mediated by \( \phi \). First, we recall that the force due to the scalar field is
\[ \bar{F}_\phi(r) = \frac{g}{M_p^2} \bar{\nabla} \phi = \frac{\phi'}{M_p^2} \phi' \, , \]
while the force due to gravity around a heavy source is of course
\[ F_{\text{grav}}(r) = \frac{M}{8\pi M_p^2} \frac{1}{r^2} = \frac{\Lambda^2}{8\pi M_p^2} \left( \frac{r_*}{r} \right)^2 \, . \tag{6.10} \]
Thus, we see that far from a heavy source \( \phi \) mediates a gravitational-strength force, but close to the source the ratio of the \( \phi \) force to that of gravity goes to zero as \( \sim r^{4/3} \). This is the essence of kinetic screening. In Figure 7 we plot the full analytic solution for \( \phi' \) along with the force due to gravity. We have arbitrarily chosen \( \Lambda = 10^{-1} M_p \) and rescaled the radial coordinate by the crossover scale \( r_* \).

\[^{21}\]Since \( \alpha = \pm 1 \), it follows that \( \alpha = -1 \).

\[^{22}\]Indeed, looking at the exact solutions to (6.6), one finds that a solution for all \( r > 0 \), where \( \phi \) dies off at infinity, only exists for \( \alpha = -1 \) [482].
Figure 7: Kinetic screening in the $P(X) = X + X^2$ model. Left: Plot of the scalar force $F_\phi = \frac{g}{M_{Pl}} \phi'(r)$ (solid) and gravitational force $F_{grav} = M/(8\pi M_{Pl}^2 r^2)$ (dashed) versus $r/r_*$. Right: Ratio of scalar to gravitational force. Note that $\phi'$ is normalized so that $F_\phi/F_{grav} \to 1$ as $r \to \infty$ (corresponding to $g = 1/2$). Inside the screening radius, $r_*$, the ratio of the force mediated by the scalar relative to that of gravity goes to zero sharply.

6.1.2 Generalizations

So far in this Section, we have focused on the simplest $P(X)$ theory which admits kinetic-type screening, namely

$$P(X) = X - \frac{1}{\Lambda^4} X^2,$$

but the phenomenon is of course much more general [197, 483]. Consider an arbitrary (analytic) function $P(X)$, coupled to a point source:

$$\mathcal{L} = P(X) - \frac{gM}{M_{Pl}} \delta^{(3)}(\vec{x}) \phi = \sum_{n=1}^{\infty} c_n \frac{X^n}{\Lambda^{4n-4}} - \frac{gM}{M_{Pl}} \delta^{(3)}(\vec{x}) \phi .$$

Notice that here the scalar Lagrangian still enjoys a symmetry under shifts by a constant, meaning that the equation of motion can be written as a total divergence and is therefore a polynomial in $\phi'$.

As in the $X - X^2$ case, there is a crossover between two qualitatively different behaviors; far from the source the field profile will have the usual Coulomb $\sim 1/r$ form, while near the source, the force will be suppressed relative to gravity. This crossover between these two behaviors happens when $X/\Lambda^4 \sim 1$, the same scale as (6.8)

$$r_* = \Lambda \left( \frac{gM}{M_{Pl}} \right)^{1/2} .$$

\footnote{We assume that the $c_n$ are $\mathcal{O}(1)$ and are chosen in such a way that there exists a root to this equation which is real everywhere and falls off at infinity. A concrete example of a function which satisfied the desired properties is the (D)BI Lagrangian (6.16).}
Far inside $r_*$, we have $X/\Lambda^4 \gg 1$, so it is clear that the term in (6.12) with the highest exponent will dominate. Indeed, for a fixed $n$, it is straightforward to show that the field profile takes the form [483]

$$
\phi'(r) \sim \begin{cases} 
\Lambda^2 \left( \frac{r_*}{r} \right)^2 & \text{for } r \gg r_* \\
\Lambda^2 \left( \frac{r_*}{r} \right)^{2/(2n-1)} & \text{for } r \ll r_*
\end{cases},
(6.14)
$$

and the ratio of this fifth force to the force due to gravity (6.10) scales as

$$
\frac{F_\phi}{F_{\text{grav}}} \sim \left( \frac{r}{r_*} \right)^{4n-4}.
(6.15)
$$

Note that as we take the limit $n \to \infty$, the force asymptotes to scaling like $\sim r^2$ relative to that of gravity [483]. This may seem like a somewhat artificial case, but there is a well-motivated example of a $P(X)$ theory which includes such an infinite number of terms, the Dirac–Born–Infeld Lagrangian. This theory has been extensively studied in many contexts including inflation [142, 440, 443] and late time acceleration. The DBI theory arises naturally as the world volume theory of a brane probing a higher-dimensional space and therefore inherits the isometries of the target space as global symmetries [484–487].

In [200], the (D)BI theory of a (negative tension) brane embedded in a 5-dimensional space which has two time-like directions was considered, the lowest order Lagrangian is of the $P(X)$ form

$$
\mathcal{L} = \Lambda^4 \sqrt{1 - X/\Lambda^4}.
(6.16)
$$

Notice that expanding out this function reproduces the $X - X^2$ example studied earlier at lowest order. In particular, this means that the earlier conclusions about superluminality [465] and (non)-analyticity persist. While this Lagrangian has an infinite number of terms when thought of as a series as in (6.12), the relative coefficients of these terms are fixed by symmetry. Indeed, in addition to conventional 4d Lorentz invariance, the action (6.16) is invariant under the following non-linearly realized symmetries

$$
\delta_{P_5} \phi = 1, \quad \delta_{\mathcal{J}_\mu} \phi = x^\mu - \phi \partial^\mu \phi,
(6.17)
$$

which correspond to 5-dimensional translations and boosts. Coupling the theory (6.16) to a massive source, one again finds that the equation of motion admits a first integral, which can be solved for $\phi'(r)$ as [200, 488]

$$
\phi'(r) = \frac{\Lambda^2}{\sqrt{1 + 16\pi^2 (r/r_*)^4}}.
(6.18)
$$

As expected, far from the source $r \gg r_*$, we see that the force goes as $\sim (r_*/r)^2$ as expected, while near the source, the ratio between the force due to the scalar and that due to gravity scales as

$$
\frac{F_{\text{BI}}}{F_{\text{grav}}} \sim \left( \frac{r}{r_*} \right)^2,
(6.19)
$$

38
which is precisely the \( n \to \infty \) limit of (6.15). In [200], screening of this (D)BI-type was dubbed \textit{BIonic} screening, and it can be thought of as an edge case of screening intermediate between finite-order kinetic screening and Vainshtein screening, which we will discuss in the next section. This particular choice of action has many interesting properties: for example, it is possible to find an exact solution for the field sourced by \( N \) different point masses.

### 6.1.3 Radiative stability

Up to this point, we have been considering purely classical dynamics; we found that in regions where \( X/\Lambda^4 \gtrsim 1 \), interesting screening effects are possible. However, as effective field theorists, this should worry us. Recall that the organizing principle of EFT is that there is some expansion which tells us that we only need to consider a finite number of operators to model a given phenomenon. However, we are interested precisely in the regime where this expansion appears to be breaking down! We should be concerned that quantum corrections will spoil the nice behaviors we have just uncovered.

There are, roughly speaking, two types of correction we should worry about, the first is that if we start with a Lagrangian of the form

\[
\mathcal{L} = X - \frac{1}{\Lambda^4} X^2 ,
\]

we expect that quantum corrections will generate terms of the form \( \mathcal{L} \sim X^n/\Lambda^{2n-4} \), which are higher powers in \( X \). In the regimes where \( X/\Lambda^4 \ll 1 \), these do not concern us, as they will be negligible corrections to the background dynamics. However, screening takes place in the regime where \( X/\Lambda^4 \gtrsim 1 \), so it is not so clear that these corrections will be small—if they are large, we should not trust the background we are considering, and the theory is not predictive.

The second worry is that operators with more derivatives will be generated by quantum corrections; that is, operators of the form \( \mathcal{L} \sim \partial^\ell X^n/\Lambda^{2n+\ell-4} \). Similar to before—since we have ignored all operators of this type—if they become important we should not trust the conclusions we have drawn.

Although the situation looks somewhat bleak, there are indications that things may turn out better than expected and it is possible that \( P(X) \) theories can be made to be radiatively stable, but accounting for quantum effects properly is subtle. The corrections are handled carefully and clearly in [483]; here we just summarize the bottom line. One key point is that the scale \( \Lambda \) which we put into the Lagrangian is \textit{not} the cutoff of the theory (the scale beyond which new physics enters), but rather is the scale of strong-coupling (where loop effects become important). By suitably re-summing the loop effects, we can still trust the theory.

Consider a \( P(X) \) theory, where we define \( X \equiv -\frac{1}{2} (\partial \phi)^2/\Lambda^4 \) so that the Lagrangian takes the form

\[
\mathcal{L} = \Lambda^4 P(X) .
\]
Here $\Lambda$ is the strong-coupling scale of the theory, we will refer to the cutoff as $\Lambda_c$. A careful analysis\(^{24}\) reveals that quantum corrections to the operators we have written down in $P(X)$ scale at worst as \[^{[483]}\]

$$\Delta P(X) \sim \frac{\Lambda_c^4}{\text{max}(Z^{\mu\nu})},$$  

(6.22)

Where the notation $\text{max}(Z^{\mu\nu})$ means the largest eigenvalue of the matrix

$$Z^{\mu\nu} = 2P'(X)\delta^{\mu\nu} - \frac{4}{\Lambda^4}P''(X)\partial^\mu \phi \partial^\nu \phi,$$  

(6.23)

which is built from the function $P$. In order for these loop corrections to be small, we must demand that $\Delta P(X) \ll P(X)$. For a given term, $X^n$, and assuming that $\text{max}(Z^{\mu\nu}) \sim P' \sim P''/\Lambda^4$ this boils down to demanding that $|X|$ be sufficiently large \[^{[483]}\]

$$|X| \gg \left(\frac{\Lambda_c}{\Lambda}\right)^{\frac{4}{2n-1}},$$  

(6.24)

which it is indeed possible to satisfy, and in fact gets easier as $n$ gets larger.

Next we want also to make sure that corrections of the form $\sim \partial^\ell X^n/\Lambda^{2n+\ell-4}$ can also be made negligible. It turns out that this is also possible, provided that the logarithmic derivatives of $Z$ are small \[^{[483]}\], schematically this constraint takes the form

$$\left|\frac{\partial Z}{Z}\right|^4 \ll \Lambda^4 P(X),$$  

(6.25)

which is satisfied if $\partial/\Lambda \ll 1$. This is in line with out EFT reasoning, in the $P(X)$ theories we are considering, only $X$ is becoming large, the additional terms that we are not writing down are suppressed by additional powers of $\partial/\Lambda$. in the language of DBI, this is a situation where the velocity of the brane is allowed to be very large so long as the acceleration remains small. We will see in the next section that very similar reasoning holds for the galileons, they can develop large non-linearities but remain quantum-mechanically stable.

A surprising byproduct of this analysis—which is emphasized in \[^{[483]}\]—is that the previous discussion does not rely on symmetry in any essential way. An arbitrary functional form for $P(X)$ is radiatively stable in the regime where $X$ becomes very large. This is sort of a quantum-mechanical analog of screening.

### 6.1.4 Signs and superluminality

While the screening effect discussed above is novel, and would be crucial for models such as this one to be consistent with observations in, for example, the solar system, the above model also...\(^{24}\)Here we consider only corrections due to logarithmic divergences. These divergences are the most robust, in the sense that they are insensitive to UV physics, but this makes an optimistic assumption that we can find a UV completion where the would-be effects of power-law divergences can be canceled.
Figure 8: Plot of speed of radial fluctuations versus distance from a spherically symmetric source, in units of \( r^* \) for the \( P(X) = X - X^2 \) example. Note that as we approach the source, the fluctuations propagate superluminally in the radial direction.

provides a clear example of problems that can arise in models with nontrivial kinetic interactions. In particular, having made the choice \( \alpha = -1 \) to obtain a solution close to the source that smoothly matches onto the solution at long distances, this necessarily introduces an oddity into the theory: apparently superluminal propagation of perturbations.

To see this, consider perturbing the \( P(X) \) theory (6.21) around a spherically-symmetric background \( \bar{\phi}(r) \). Expanding to quadratic order in perturbations \( \varphi = \phi - \bar{\phi} \), we obtain

\[
\mathcal{L}_\varphi = \frac{1}{2} \bar{P}_{,X} \left( \varphi'^2 - (\partial_\Omega \varphi)^2 \right) - \frac{1}{2} \left( \bar{P}_{,X} + 2 \bar{X} \bar{P}_{XX} \right) \varphi'^2 ,
\]

where \( (\partial_\Omega \varphi)^2 = r^{-2}(\partial_\theta \varphi)^2 + (r \sin \theta)^{-2}(\partial_\phi \varphi)^2 \) is the standard angular derivative term. The radial and angular speeds of perturbations can be immediately read off:

\[
c_r^2 = 1 + 2 \frac{\bar{X} \bar{P}_{XX}}{\bar{P}_{,X}} ; \\
c_\Omega^2 = 1 .
\]

To avoid ghosts, it is clear from (6.26) we must demand \( \bar{P}_{,X} > 0 \). To have screening at arbitrarily large values of \( X < 0 \) (radial profile), we must have \( \bar{P}_{XX} < 0 \). It follows that the radial sound speed is superluminal at all distances. For example, the simple \( P(X) = X + \alpha X^2 \) considered earlier gives

\[
c_r^2 = 1 - \frac{2 \alpha \bar{\phi}'^2}{\Lambda^4 - \alpha \bar{\phi}'^2}.
\]

Since \( \alpha = -1 \) is required for screening, the second term in (6.27) gives a positive contribution to the radial speed of sound, making it superluminal at all distances. This is plotted in Figure 8.

We can also make a connection with the analyticity arguments discussed in Appendix D.4. In this case, the superluminality and (lack of) analyticity of the \( 2 \rightarrow 2 \) scattering amplitude appear
to be closely related. To see this, consider again the \(P(X) = X + \alpha X^2\) Lagrangian. In this theory, it is straightforward to compute the \(2 \rightarrow 2\) scattering amplitude using standard techniques. The result is the expression

\[
\mathcal{A}_{2 \rightarrow 2}(s, t) = \frac{\alpha}{2 \Lambda^4} (s^2 + t^2 + u^2) = \frac{\alpha}{\Lambda^4} (s^2 + t^2 - st),
\]

where the Mandelstam \(s, t, u\) variables we are using are defined in Appendix D.4, and where in the last equality we have used \(s + t + u = 0\), because the theory is massless. If we look at this amplitude in the forward limit \((t \rightarrow 0)\), we then obtain

\[
\mathcal{A}_{2 \rightarrow 2}(s, 0) = \frac{\alpha}{\Lambda^4} s^2.
\]

The dispersion relation in equation (D-XX) tells us that the coefficient \(\alpha/\Lambda^4\) should be positive in a Lorentz-invariant theory with an analytic \(S\)-matrix. However, we see that this is violated precisely for the choice of \(\alpha\) which admits screening (and also superluminality). This is circumstantial evidence that theories which admit kinetic screening cannot arise as a low-energy effective description from integrating out degrees of freedom in a local theory, but this issue is far from settled.

### 6.2 The Vainshtein mechanism: galileons

A related kinetic screening mechanism that has been of particular interest in recent years is the Vainshtein effect. This phenomenon is seen in some models arising from brane constructions in higher dimensions, and in limits of theories of massive gravity [201, 202, 209, 211, 213]. We will describe briefly a bit later how this effect is relevant to massive gravity. However, first, it is pedagogically simplest to describe the galileon theories, and how the Vainshtein effect manifests in them.

There are special classes of scalar field theories possessing higher derivative Lagrangians, but which nonetheless have second order equations of motion. It is now known that there are a large number of different examples of such theories, as we shall briefly discuss later, but the first to be discovered—and the canonical example—is the simple galileon theory. Galileons are higher-derivative field theories which are both invariant under the galilean shift symmetry

\[
\phi(x) \mapsto \phi(x) + c + b_\mu x^\mu,
\]

and which have second order equations of motion.

This symmetry initially appeared in the decoupling limit of the DGP (Dvali–Gabadadze–Porrati) brane-world model [495], where it is inherited from higher-dimensional Poincaré invariance [203, 510]. This symmetry was abstracted in [204] to a more general scalar field model. The restriction

---

\(\text{[489–496]}\) we do not discuss brane-worlds in any great depth, but studies of cosmology can be found in [398, 497–509]. Of particular interest was the fact that the DGP model admits a self-accelerated branch of solutions. Unfortunately, perturbations about this branch are ghost-like [203, 510–514]. For reviews see [266–272].
to terms which have second-order equations of motion is non-trivial—for example terms of the form $(\Box \phi)^n$ are invariant under the symmetries, but have higher-order equations of motion.\footnote{As reviewed in Appendix C, higher-order equations of motion can lead to Ostrogradsky-type instabilities and the propagation of additional ghost-like degrees of freedom.}

Remarkably, there are a finite number of terms $(d+1$ in $d$-dimensions) that satisfy these combined requirements of invariance under (6.31) and second order equations of motion. Also interesting for our purposes is that each galileon term in the Lagrangian is not strictly invariant under the symmetries (6.31), but rather shifts by a total derivative, leaving the action invariant. It was shown in [515] that this is a natural consequence of the fact that the galileons are Wess–Zumino terms for spontaneously broken space-time symmetries, as we will discuss briefly.

Although galileons originally arose in brane-world modifications of gravity, they have appeared in other well-behaved modifications of gravity, for instance massive gravity [217, 218]. Further, models termed “galileons” in the literature has grown far beyond theories invariant under the symmetry (6.31); indeed, galileon has become nearly synonymous with well-behaved derivatively-coupled theory.

The galileons have been used to address cosmic acceleration [516–525] and the origin of density perturbations in the early universe through inflation [526–536] and inflationary alternatives [537–545]. They have also been used to violate the null energy condition [537, 544–553]. Covariantizing the galileons for such applications is subtle, it requires introducing non-minimal couplings to curvature, which generically destroys the shift symmetry [554–558] (for a construction which couples galileons covariantly to massive gravity while retaining galilean symmetry, see [559–561]).

Galileons have been generalized in various directions: they have been embedded in supersymmetry and supergravity [562–565], extended to $p$-forms [566], extended to multi-galileons [567–572] and coupled consistently to gauge fields [573, 574]. The shift symmetry itself has even been generalized to a shift by an arbitrary polynomial [219]. Solitons in galileon systems are studied in [569, 575–578]. Galileons can also be made to appear in the decoupling limit of nonlinear theories of massive vector fields [579–581]. See [582, 583] for numerical simulation of the Vainshtein effect in galileon theories.

A powerful technique for deriving galileon theories was introduced in [484]. By considering a 3-brane probing a non-dynamical bulk, the actions for galileons, conformal galileons and covariant galileons appear as the non-relativistic limit of world-volume and bulk Lovelock invariants [584]. This probe brane construction has been greatly generalized—it has been applied to all cases of maximally symmetric branes probing maximally symmetric bulks [485–487], to higher co-dimensions [570, 574] and to cosmological backgrounds [585], each leading to novel scalar theories. See [258] for a review of these extensions. Recently this construction has been applied to cases where the bulk metric itself is dynamical, this results in a theory of coupled galileons and massive gravitons [559–561].
6.2.1 Simplest example: the cubic galileon

The simplest non-trivial theory exhibiting the Vainshtein mechanism is the cubic galileon theory:

\[
\mathcal{L} = -3(\partial \phi)^2 - \frac{1}{\Lambda^3} \Box \phi (\partial \phi)^2 + \frac{g}{M_{\text{Pl}}} \phi T^\mu_\mu,
\]

where \( g \sim \mathcal{O}(1) \) for gravitational strength coupling and \( \Lambda \) is the strong-coupling scale of the theory. (The funny normalization of the kinetic term has been chosen so that the decoupling limit of the DGP model corresponds to exactly \( g = 1 \) for convenience.) The first two terms are manifestly strictly invariant under the ordinary shift symmetry \( \phi \mapsto \phi + c \). They also shift by a total derivative under the galilean shift \( \phi \mapsto \phi + b^\mu x_\mu \). The coupling to matter explicitly breaks these symmetries, but only very softly (since \( M_{\text{Pl}} \gg \Lambda \)). Ignoring this mild breaking, the theory is invariant under the galileon symmetries. It remains to check the second defining feature of a galileon—that the equation of motion is second-order. Varying (6.32) gives

\[
6 \Box \phi + \frac{2}{\Lambda^3} \left( (\Box \phi)^2 - (\partial_\mu \partial_\nu \phi)^2 \right) = -\frac{g}{M_{\text{Pl}}} T^\mu_\mu.
\]

This equation is of course non-linear, but nevertheless second-order—we need only supply the same amount of initial data as for an ordinary scalar field to obtain a unique solution.

The cubic interaction term is non-renormalizable, so we should treat (6.32) as an effective field theory and write down all possible operators consistent with the symmetries, which take the schematic form

\[
\mathcal{L} = -3(\partial \phi)^2 - \frac{1}{\Lambda^3} \Box \phi (\partial \phi)^2 + \sum_{n=2}^\infty \sum_{\ell=0}^{\infty} \frac{c_{n,\ell}}{\Lambda^{3n+2\ell-4}} \partial^{2\ell}(\partial^2 \phi)^n + \frac{g}{M_{\text{Pl}}} \phi T^\mu_\mu,
\]

where we have suppressed the Lorentz structure, and assume the \( c_{n,\ell} \)s are all of \( \mathcal{O}(1) \) since, even if we set them to zero classically, they will be generated quantum-mechanically. The Vainshtein mechanism \([201, 202]\) relies on the \((\partial \phi)^2 \Box \phi / \Lambda^3\) term becoming large compared to the kinetic term \((\partial \phi)^2\) near massive objects so that \( \partial^2 \phi \gg \Lambda^3 \). In this regime, the expectation is that higher-order operators should become important as well, signaling that the effective field theory is breaking down.

However—contrary to this expectation—there is in fact a regime in which the galileon term can be large with the other operators remaining negligible. This is because (6.34) is actually an expansion with two parameters \([203, 510]\): a \textit{classical} expansion parameter,

\[
\alpha_{\text{cl}} \equiv \frac{\partial^2 \phi}{\Lambda^3},
\]

which measures the strength of classical non-linearities; there is also a \textit{quantum} expansion parameter,

\[
\alpha_{\text{q}} \equiv \frac{\partial^2}{\Lambda^2},
\]

\[\text{We ignore higher-order galileon terms here for simplicity. This choice is technically natural; these terms do not get generated by quantum corrections, as we will discuss in Section 6.2.4.}\]
which measures the size of quantum effects (this also measures the relevance of the additional non-galileon operators in (6.34)). We will see that it is possible for classical non-linearities to be important \(\alpha_{cl} \gg 1\) while quantum corrections are small \(\alpha_q \ll 1\). This is because the dangerous operators of the form \(\partial^2 (\partial^2 \phi)^n\) have at least 2 least derivatives per field, and hence are suppressed by powers of \(\alpha_q\) relative to galileon terms. Actually, this argument is somewhat subtle for the following reason: as we take \(n\) large, terms with exactly 2 derivatives per field \(\sim (\partial^2 \phi)^n\) will be enhanced by many powers of \(\alpha_{cl}\) and only suppressed by 2 powers of \(\alpha_q\) relative to the cubic galileon—and can thus become important. In the strict \(n \to \infty\) limit, this occurs infinitesimally close to the Vainshtein radius. Therefore, in order to trust the theory inside the Vainshtein radius, the coefficients of these dangerous terms must be tuned to be very small. However, if we ignore power-law divergences this tuning is technically natural, as loops involving galileon operators only generate terms with 3 or more derivatives per field (see e.g., [203, 259]). However, ignoring the power laws (which are dependent on UV physics) is an optimistic choice, which assumes that the UV physics will be well-behaved [203].

6.2.2 Solution around spherically-symmetric source

This is perhaps best illustrated by considering the behavior of the galileon theory, and the emergence of Vainshtein screening, near a static point source of mass \(M\), so that \(T_{\mu}^{\mu} = -M \delta^{(3)}(\vec{x})\). (For an investigation of screening around other matter distribution shapes, see [586].) Assuming the field profile is static and spherically-symmetric, \((\phi = \phi(r))\), (6.33) reduces to [203]

\[
\vec{\nabla} \cdot \left( 6 \vec{\nabla} \phi + \frac{4}{\Lambda^3} \frac{(\vec{\nabla} \phi)^2}{r} \right) = \frac{gM}{M_{Pl}} \delta^{(3)}(\vec{x}). \quad (6.37)
\]

This equation can be integrated, choosing to integrate over a sphere centered at the origin, we obtain

\[
6 \phi' + \frac{4}{\Lambda^3} \frac{\phi'^2}{r} = \frac{gM}{4\pi r^2 M_{Pl}}. \quad (6.38)
\]

This equation is now algebraic in \(\phi'\), and so admits a solution by radicals. Focusing on the branch for which \(\phi' \to 0\) at spatial infinity,\(^{28}\)

\[
\phi'(r) = \frac{3A^3 r}{4} \left( -1 + \sqrt{1 + \frac{1}{9\pi} \left( \frac{r_V}{r} \right)^3} \right), \quad (6.39)
\]

where we have introduced the Vainshtein radius

\[
r_V = \frac{1}{A} \left( \frac{gM}{M_{Pl}} \right)^{1/3}. \quad (6.40)
\]

This nontrivial radial profile is crucial to the operation of Vainshtein screening. We consider two regimes:

---

\(^{28}\)The other branch matches asymptotically to a self-accelerated solution and has unstable (i.e., ghost-like) perturbations.
Figure 9: Various regimes of the galileon theory around a spherically symmetric source. Beyond the Vainshtein radius, \( r_V \sim (M/\Lambda^3 M_{Pl})^{1/3} \), the field mediates a long range force and both the classical, \( \alpha_{cl} \sim (r_V/r)^3 \), and quantum, \( \alpha_q \sim (r/\Lambda)^{-2} \), non-linearity parameters are small. Very close to the source—\( r \ll \Lambda^{-1} \), the inverse cutoff—all \( \alpha_{cl} \) and \( \alpha_q \) are large and the theory is not predictive. However, there is an intermediate regime, \( \Lambda \ll r \ll r_V \), where classical non-linearities are important (\( \alpha_{cl} \gg 1 \)), but quantum effects can consistently be neglected (\( \alpha_q \ll 1 \)).

- \( r \gg r_V \): Far away from the source, the solution is approximately a \( 1/r^2 \) profile,

\[
\phi'(r \gg r_V) \simeq \frac{g}{3} \cdot \frac{M}{8\pi M_{Pl} r^2}.
\]  

In this regime, the galileon force relative to gravity is given by

\[
\frac{F_\phi}{F_{\text{gravity}}} \bigg|_{r \gg r_V} \simeq \frac{g^2}{3}.
\]

(For DGP, where \( g = 1 \), this reproduces the famous \( 1/3 \) enhancement.) In this regime, both the classical and quantum expansion parameters are small (we assume \( M \gg M_{Pl} \), so that \( \Lambda^{-1} \ll r_V \)):

\[
\alpha_{cl} \sim \left( \frac{r_V}{r} \right)^3 \ll 1 \quad \quad \alpha_q \sim \frac{1}{(r/\Lambda)^2} \ll 1.
\]  

This tells us that both classical non-linearities and quantum corrections are unimportant.

- \( r \ll r_V \): Near the source, (6.39) reduces to

\[
\phi'(r \ll r_V) \simeq \frac{\Lambda^3 r_V}{2} \sqrt{\frac{r_V}{r}} \sim \frac{1}{\sqrt{r}}.
\]

The force due to the galileon relative to that of gravity is now given by

\[
\frac{F_\phi}{F_{\text{gravity}}} \bigg|_{r \ll r_V} \sim \left( \frac{r}{r_V} \right)^{3/2} \ll 1,
\]

so the scalar force is strongly suppressed at distances much less than the Vainshtein radius. In this regime, the classical non-linearity parameter is very large (as it must be, this is the source of the screening),

\[
\alpha_{cl} \sim \left( \frac{r_V}{r} \right)^{3/2} \gg 1.
\]

But notice that the quantum parameter is \textit{not}; it takes the same form as before:

\[
\alpha_q \sim \frac{1}{(r/\Lambda)^2}.
\]
At distances $r \gg \Lambda^{-1}$, this is small and quantum corrections are under control meaning that the classical solution can be trusted. Of course, sufficiently close to the source, $r \ll \Lambda^{-1}$, the quantum parameter becomes $O(1)$, radiative corrections become important, and the effective field theory breaks down. (In fact, this statement is too conservative—we will see shortly that perturbations acquire a large kinetic term scaling as $\sim (r_V/r)^{3/2}$. Upon canonical normalization, this translates to a higher strong coupling scale. Even ignoring this fact, the scale $\Lambda$ is only the strong-coupling scale, it may be possible to re-sum the quantum corrections into a predictive theory.)

Therefore, as advertised, we see that there exists a regime, $\Lambda^{-1} \ll r \ll r_V$, where classical non-linearities are important while quantum effects remain small.

This situation is not so alien, an analogous situation occurs in GR [262, 570]. The Einstein–Hilbert action, expanded in terms of the canonically-normalized metric perturbation, $g_{\mu\nu} \sim \eta_{\mu\nu} + h_{\mu\nu}/M_{Pl}$, takes the schematic form

$$L_{GR} = M_{Pl}^2 \sqrt{-g}R = h \partial^2 h + \sum_{n \geq 2} \frac{h^n \partial^2 h}{M_{Pl}^{n-2}}. \quad (6.48)$$

In other words, the action consists of a kinetic term, $h \partial^2 h$, plus an infinite number of interaction terms each of which has exactly two derivatives but arbitrary powers of $h/M_{Pl}$. Therefore we see that the measure of classical non-linearity is

$$\alpha_{cl}^{grav.} =\frac{h}{M_{Pl}}. \quad (6.49)$$

Quantum effects generate higher-curvature terms in this theory, which can also be expanded in $h$, to take the form

$$L_{\text{higher-curv.}} = \sqrt{-g}R^2, \sqrt{-g}R_{\mu\nu}R^{\mu\nu} \ldots = \sum_{n \geq 2, \ m \geq 4} \frac{\partial^m h^n}{M_{Pl}^{m+n-4}}. \quad (6.50)$$

The suppression of these terms relative to the classical operators is by powers of the factor

$$\alpha_q^{grav.} \sim \frac{\partial^2}{M_{Pl}^2}. \quad (6.51)$$

Around a point source, the field takes the spherically-symmetric profile $h \sim \frac{M}{M_{Pl}r}$, for which the non-linearity parameters scale as

$$\alpha_{cl}^{grav.} \sim \frac{M}{M_{Pl}^2 r} \sim \frac{r_{Sch}}{r}, \quad \alpha_q^{grav.} \sim \frac{1}{M_{Pl}^2 r^2}, \quad (6.52)$$

where $r_{Sch} \equiv M/4\pi M_{Pl}^2$ is the Schwarzschild radius of the massive source. Therefore, for $r \gg r_{Sch}$ (such as in the solar system), classical non-linearities are negligible, whereas for $r \ll r_{Sch}$ (such as

---

29 Similar to the galileon interactions, the relative coefficients of these terms are not renormalized, but here it is due to diffeomorphism invariance.
inside or near the horizon of a black hole) $\alpha_{\text{cl}}$ is large and they dominate. Quantum effects are negligible at distances larger than the Planck length, $r \gg 1/M_{\text{Pl}}$, but of course become important as we approach Planck scale. The black hole horizon is the interesting middle regime—analogous to the Vainshtein radius—where classical non-linearities are large and can produce important effects which can be trusted in light of quantum corrections.

### 6.2.3 Perturbations around the spherically-symmetric background

Above we have considered the background field profile around a massive source, but the Vainshtein mechanism can be further understood by considering perturbations about this solution. We can consider linearized perturbations \(^{30}\) by expanding (6.32) as

$$
\varphi = \phi - \bar{\phi}, \quad T_{\mu\nu} = T_{\mu\nu} + \delta T_{\mu\nu}
$$

gives

$$
\mathcal{L}_\varphi = \left[3 + \frac{2}{\Lambda^3} \left(\bar{\phi''} + \frac{2\bar{\phi'}}{r}\right)\right] (\varphi^2 - (\partial_\Omega \varphi)^2) - \left[3 + \frac{4}{\Lambda^3} \frac{\bar{\phi'}}{r}\right] (\partial_r \varphi)^2 - \frac{1}{\Lambda^3} \Box \varphi (\partial_r \varphi)^2 + \frac{g}{M_{\text{Pl}}} \varphi \delta T_{\mu}^\mu, \quad (6.53)
$$

where $\partial_\Omega$ denotes the usual angular derivatives. If we then look deep inside the Vainshtein radius ($r \ll r_V$), by substituting the expression (6.44) for $E$, we obtain

$$
\mathcal{L}_\varphi \sim \left(\frac{r_V}{r}\right)^{3/2} \left(\varphi^2 - (\partial_\Omega \varphi)^2 - \frac{4}{3} (\partial_r \varphi)^2\right) - \frac{1}{\Lambda^3} \Box \varphi (\partial_r \varphi)^2 + \frac{g}{M_{\text{Pl}}} \varphi \delta T_{\mu}^\mu. \quad (6.54)
$$

The key thing to notice in this expression is that an enhancement factor of $(r_V/r)^{3/2} \gg 1$ multiplies the kinetic term, telling us that perturbations acquire a large inertia near a massive source. Said differently, performing the canonical normalization $\varphi_c \equiv (r_V/r)^{3/4} \varphi$, the effective coupling to matter is reduced to

$$
g_{\text{eff}} \sim \left(\frac{r}{r_V}\right)^{3/4} \ g \ll g; \quad (6.55)
$$

this indicates that galileon perturbations decouple from matter. Further, the strong coupling scale $\Lambda$ is dressed to a higher scale

$$
\Lambda_{\text{eff}} \sim \left(\frac{r_V}{r}\right)^{3/4} \Lambda \gg \Lambda, \quad (6.56)
$$

which leads the perturbations to have weaker self-interactions.

Another thing to notice from (6.54) is that the radial speed of propagation is superluminal:

$$
C_{\text{radial}} = \sqrt{\frac{4}{3}}, \quad (6.57)
$$

This superluminality is a generic feature of galileons—galileon interactions are derivative interactions, so a galileon background (even one which is arbitrarily weak) deforms the light-cone for perturbations in such a way that there is always a direction in which the speed of propagation is superluminal [546].\(^{31}\) With superluminality comes the risk of the standard ghastly paradoxes, such

\(^{30}\)See [587] for a numerical investigation of nonlinear perturbations to spherical solutions in the galileon model.

\(^{31}\)This conclusion only holds for asymptotically flat solutions, by going to asymptotically cosmological solutions, superluminality may be avoided while retaining Vainshtein screening [588–590]. Superluminality is also present in DGP [591] and multi-galileons [592].
as traveling back in time to kill one’s grandfather, which arise if closed time-like curves (CTC) are allowed to form. The situation is actually not as bad as one might fear. To start with, galileons by themselves are completely fine—the effective light-cone for the metric governing perturbations, albeit wider than the Minkowskian light-cone, admits a well-defined causal structure. In other words, galileons by themselves cannot generate CTCs. On the other hand, CTCs become possible when considering galileons coupled to (Lorentz-invariant) matter. However, it was conjectured in [226] that galileons are protected from the formation of CTCs by a Chronology Protection Criterion, analogous to that of GR [225]. If one starts with healthy initial conditions and tries to construct a CTC, the galileon effective field theory will break down before it can form [226]. As discussed in Appendix D.4, however, the existence of superluminal propagation around certain backgrounds signals the UV completion of galileons, if one exists, is not a local (Lorentz-invariant) quantum field theory but something more exotic (or more interesting, depending on one’s point of view). However, recent arguments suggest that this apparent superluminality might be an artifact of trusting a tree-level computation in a regime where it is unreliable [593, 594], so the severity of this peculiarity is far from settled. A related tension is that the galileon terms lead to scattering amplitudes which do not obey dispersion relations obtained from arguments about S-matrix analyticity, discussed in Appendix D.4. On the other hand, this argument relies on the existence of an S-matrix for galileons, which has been questioned recently in [589, 590].

Here we have focused on Vainshtein screening around static sources. The mechanism is expected also to operate in time-dependent situations. In these cases, things are substantially more difficult to treat analytically, but initial investigations of binary systems indicate that the mechanism does indeed operate, however it is somewhat less efficient than might be naïvely estimated [595–597]. One way to understand this is that the indefinite signature of the spacetime metric allows for cancellations between \( \dot{\phi} \) and \( \bar{\nabla} \bar{\phi} \) in the kinetic matrix. This should be viewed as an opportunity—it may prove possible to find some time-dependent astrophysical situation where screening is weak.
leading to large deviations from GR predictions.

6.2.4 General galileons

Above we investigated the simplest galileon theory, the cubic galileon, but in \(d\) dimensions, there are \((d + 1)\) galileon terms. In four dimensions, they take the form

\[
L_1 = \phi , \\
L_2 = \frac{1}{2}(\partial \phi)^2 , \\
L_3 = \frac{1}{2}\Box(\partial \phi)^2 , \\
L_4 = \frac{1}{4}(\partial \phi)^2 \left((\Box \phi)^2 - (\partial \mu \partial \nu \phi)^2\right) , \\
L_5 = \frac{1}{3}(\partial \phi)^2 \left((\Box \phi)^3 + 2(\partial \mu \partial \nu \phi)^3 - 3(\partial \mu \partial \nu \phi)^2\right) .
\]

(6.58)

A more compact way of expressing this is that (in \(d\) dimensions) the \(n\)-th Lagrangian is given by the expression (up to overall normalization)

\[
L_n = (n - 1)\eta^{\mu_1\nu_1\mu_2\nu_2\cdots\mu_n\nu_n} \phi \partial_{\mu_1} \phi \partial_{\nu_1} \phi \partial_{\mu_2} \phi \partial_{\nu_2} \phi \cdots \partial_{\mu_n} \phi \partial_{\nu_n} \phi .
\]

(6.59)

Here we have defined \(\eta^{\mu_1\nu_1\mu_2\nu_2\cdots\mu_n\nu_n} \equiv \frac{1}{n!} \sum_p (-1)^p \eta^{\mu_1\nu_1}(\mu_2\nu_2) \cdots \eta^{\mu_n\nu_n} ,\) with the sum running over all permutations of the \(\nu\) indices, with \((-1)^p\) the sign of the permutation.\(^{32}\) This \(\eta\) tensor is anti-symmetric in the \(\mu\) indices, anti-symmetric in the \(\nu\) indices, and symmetric under swapping any pair of \(\mu, \nu\) indices with any other pair.

In this representation, the symmetries of the \(\eta\) tensor make it straightforward to derive the equations of motion by varying the Lagrangian with respect to \(\phi\). The symmetries forbid three derivatives acting on any field, so all of the terms give the same contribution to the equations of motion after integration by parts, leading to the Euler–Lagrange equation

\[
\mathcal{E}_n = n(n - 1)\eta^{\mu_1\nu_1\mu_2\nu_2\cdots\mu_n\nu_n} \partial_{\mu_1} \phi \partial_{\nu_1} \phi \partial_{\mu_2} \phi \partial_{\nu_2} \phi \cdots \partial_{\mu_n} \phi \partial_{\nu_n} \phi = 0 ,
\]

(6.60)

which is manifestly second-order (only second derivatives of the field appear). We will now discuss some interesting properties of the general galileon theory.

**Euler hierarchy:**

The galileons have the interesting property that the \((n + 1)\)-th galileon Lagrangian is just \((\partial \phi)^2\) times the \(n\)-th galileon equation of motion. To see this, we employ an identity satisfied by the \(\eta\) tensor\(^{[570]}\)

\[
\eta^{\mu_1\nu_1\mu_2\nu_2\cdots\mu_n\nu_n} = \frac{1}{n!} \left(\eta^{\mu_1\nu_1} \eta^{\mu_2\nu_2} \cdots \eta^{\mu_n\nu_n} - \eta^{\mu_1\nu_2} \eta^{\mu_2\nu_1} \cdots \eta^{\mu_n\nu_n} + \cdots + (-1)^n \eta^{\mu_1\nu_n} \eta^{\mu_2\nu_1} \cdots \eta^{\mu_n\nu_1}\right) .
\]

(6.61)

\(^{32}\)An equivalent representation in terms of Levi–Civita symbols is

\[
\mathcal{L}_n \sim \epsilon_{\mu_1\cdots\mu_{n-1}} \alpha_{\nu_1\nu_2} \cdots \alpha_{\nu_{n-1}} \phi \partial_{\nu_1} \phi \partial_{\nu_2} \phi \cdots \partial_{\nu_{n-1}} \phi \sim \delta_{\mu_1} \cdots \delta_{\mu_{n-1}} \phi \partial_{\nu_1} \phi \partial_{\nu_2} \phi \cdots \partial_{\nu_{n-1}} \phi .
\]
This allows us to express $\mathcal{L}_{n+1}$ in terms of the equation of motion for $\mathcal{L}_n$:

$$
\mathcal{L}_{n+1} = -\frac{n+1}{2n(n-1)}(\partial\phi)^2 \mathcal{E}_n + \frac{n-1}{2} \partial_{\mu_1} \left( (\partial\phi)^2 \eta^{\mu_1\nu_1 \cdots \mu_{n-1} \nu_{n-1}} \partial_{\nu_1} \phi \partial_{\mu_2} \partial_{\nu_2} \phi \cdots \partial_{\mu_{n-1}} \partial_{\nu_{n-1}} \phi \right).
$$  \hspace{1cm} (6.62)

Theories of this type—where the $(n+1)$-th order Lagrangian can be built from the equation of motion of the $n$-th order Lagrangian plus a total derivative—are well studied, and are known as Euler hierarchies \[598–601\].

**Non-renormalization:**

Another remarkable property enjoyed by the galileons is that they do not receive quantum corrections at any order in perturbation theory \[510, 570\]. This holds rather generally, for any number of galileons in any number of dimensions \[570\], but here we will focus on the quintic galileon in four dimensions, following the arguments of \[570\]. To begin, we consider the most general Lagrangian compatible with the symmetries: a linear combination of the various galileon Lagrangians (6.58) and higher-derivative terms

$$
\mathcal{L} = \sum_{n=2}^{5} \frac{c_n}{\Lambda^{3(n-2)}} \mathcal{L}_n + \sum_{n=2}^{\infty} \sum_{\ell=0}^{\infty} \frac{c_{n,\ell}}{\Lambda^{3n+2\ell-4}} \partial^{2\ell} (\partial^2 \phi)^n,
$$  \hspace{1cm} (6.63)

where we have set $c_1 = 0$ so that there is no tadpole and to guarantee that $\bar{\phi} = 0$ is a solution to the equations of motion. In order to study the quantum structure of the theory, we compute the effective action

$$
\Gamma(\phi_c) = \Gamma^{(2)} \phi_c \phi_c + \Gamma^{(3)} \phi_c \phi_c \phi_c + \ldots
$$  \hspace{1cm} (6.64)

where $\Gamma^{(n)}$ is the $n$-point 1-particle irreducible (1PI) vertex. As we will see, when we compute (6.64) the only terms that get generated have at least two derivatives per field—the galileon terms receive no quantum corrections. This can be understood intuitively as follows: the symmetries of the $\eta$-tensor forbid three derivatives acting on any one field, so we can integrate by parts freely. Therefore, when we compute the quantum effective action, we are free to integrate by parts to put at least two derivatives on each external line.

We now formalize this line of reasoning. Within a given 1PI diagram, focus on one of its constituent vertices which connects to $m$ external lines. This situation is depicted in Figure 11. If the vertex comes from a non-galileon term, then clearly each external line will have at least two derivatives acting on it, and the graph will not generate a galileon term in $\Gamma$. We can then focus on the case where the vertex comes from one of the galileons. There are two cases: if an external line comes from a $\partial^2 \phi$ factor in the galileon, then it clearly has two derivatives acting on it. Therefore, the only worrisome case is if the external line comes from the undifferentiated $\phi$ in $\mathcal{L}_n$, and the contraction takes the form

$$
\mathcal{L}_n \sim \eta^{\mu_1 \nu_1 \mu_2 \nu_2 \cdots \mu_{n-1} \nu_{n-1}} \left( \phi_{\text{ext}} \partial_{\mu_1} \phi_{\text{ext}} \cdots \partial_{\mu_{n-1}} \phi_{\text{ext}} \cdots \partial_{\mu_n} \phi_{\text{int}} \cdots \partial_{\nu_{n-1}} \phi_{\text{int}} \right).
$$  \hspace{1cm} (6.65)
We now use the symmetries of the $\eta$-tensor to write the piece containing internal fields as a double total derivative:

$$\mathcal{L}_n \sim \eta^{\mu_1 \nu_1 \mu_2 \nu_2 \cdots \mu_{n-1} \nu_{n-1}} \left( \phi_{\text{ext}} \partial_{\mu_1} \phi_{\text{ext}} \cdots \partial_{\mu_{m-1}} \phi_{\text{ext}} \cdots \partial_{\mu_m} \phi_{\text{int}} \left[ \phi_{\text{int}} \cdots \partial_{\nu_{n-1}} \phi_{\text{int}} \right] \right).$$

(6.66)

This means that the Feynman rule for this vertex has two factors of the sum of internal momenta, $\sum k_{\text{int}}$, which we may trade for external momenta $\sum k_{\text{int}} = -\sum k_{\text{ext}}$. This means that the Feynman rules for the vertex (6.65) have two powers of external momentum for each external field.

Since every external line comes with two powers of momentum in every 1PI vertex, only terms with two derivatives per field get generated in the quantum effective action—the coefficients of the galileon terms do not receive quantum corrections. This holds to all loop orders. As an example, the 1-loop quantum effective action is of the form [203]

$$\Gamma \sim \sum_m \left[ \Lambda^4 + \Lambda^2 \partial^2 + \partial^4 \log \left( \frac{\partial^2}{\Lambda^2} \right) \right] \left( \frac{\partial^2 \phi}{\Lambda^3} \right)^m,$$

(6.67)

which clearly only has contributions to terms with at least two derivatives per field.

**Topological nature:**

A surprising fact about galileons is that they are *topological* in a suitably understood sense. If we interpret the galileon as a goldstone boson, non-linearly realizing the symmetries (6.31), the five galileon terms appear as Wess–Zumino terms [515]. Here we give a brief sketch of the construction. To begin, we note that the galileons parameterize the coset space

$$\text{Gal}((d-1) + 1, 1)/\text{SO}((d-1), 1),$$

(6.68)
where $\text{Gal}((d-1)+1,1)$ is the \textit{galileon group} (distinct from the galilean group).\footnote{The commutation relations for the \textit{galileon algebra} are

$$\left[P_\mu, B_\nu \right] = \eta_{\mu\nu} C \ ; \quad \left[J_{\rho\sigma}, B_\nu \right] = \eta_{\rho\nu} B_\sigma - \eta_{\sigma\nu} B_\rho \ ,$$

plus the commutation relations of the Poincaré algebra. Here, $C$ and $B_\nu$ generate the constant and linear-gradient shifts in the scalar field, while $P_\mu$, $J_{\mu\nu}$ are the standard generators of the Poincaré algebra.}

It is convenient to coordinatize this space by $(x^\mu, \phi, \xi^\mu)$. It turns out that the additional parameter $\xi^\mu$ is redundant and can be traded for derivatives of $\phi$ via

$$\xi^\mu = -\partial_\mu \phi \ , \quad (6.69)$$

but it is most straightforward to not make this substitution until the very end of our calculation.\footnote{The fact that the $\xi^\mu$ can be eliminated is a consequence of the fact that $\phi$ is a goldstone field for a broken \textit{space-time} symmetry. In this case, $\phi$ is able to non-linearly realize all five symmetries (6.31)—and thus parameterize the coset (6.68) by itself. In the literature, this often goes by the name \textit{inverse Higgs effect} \cite{602}. There is a vast literature on non-linear realizations of space-time symmetries in general and the inverse Higgs effect in particular. For various perspectives, see \cite{603–610}.}

On this coset space, the vector fields

$$C = \partial_\phi \ ; \quad B_\mu = \partial_\xi^\mu + x_\mu \partial_\phi \ , \quad (6.70)$$
generate the transformations (6.31). Further, we can also construct a basis of left-invariant 1-forms:

$$\omega^\mu_P = dx^\mu \ ; \quad \omega^\mu_B = d\xi^\mu \ ; \quad \omega_C = d\phi + \xi_\mu dx^\mu \ . \quad (6.71)$$

Since these 1-forms have nice transformation properties under the galileon symmetries, it is straightforward to construct invariant actions using them. Indeed this is the entire basis of the \textit{coset construction} of Callan, Coleman, Wess and Zumino \cite{611, 612} and Volkov \cite{603}, which is familiar to particle physicists. The procedure is to combine the 1-forms (6.71) with the exterior product into a $d$-form which is then integrated over space-time to produce an action. However, when we impose the constraint $\xi^\mu = -\partial_\mu \phi$, we find that $\omega_C = 0$, so the only building block at our disposal is $\omega^\mu_B = -dx^\nu \partial_\nu \partial^\mu \phi$. If we construct actions from this building block, clearly every field $\phi$ will come with at least two derivatives, so it will be impossible to construct the galileon terms (6.58). This is not surprising, as this procedure generates \textit{strictly invariant} Lagrangians, while we know the galileons shift by a total derivative under the symmetries.

The resolution is that the galileon terms do not correspond to $d$-forms built from (6.71), but rather come from $(d+1)$-forms pulled back to the physical space-time. Terms that must be constructed in this way are known as \textit{Wess–Zumino} terms \cite{613–615}. To see how this works, we consider the $(d+1)$-form

$$\omega_n^{\text{WZ}} = \epsilon_{\mu_1 \cdots \mu_d} \omega_C \wedge \omega_B^{\mu_1} \wedge \cdots \wedge \omega_B^{\mu_{d-1}} \wedge \omega_P^{\mu_d} \ , \quad (6.72)$$

which is exact:

$$\omega_n^{\text{WZ}} = d\beta_n^{\text{WZ}} \ . \quad (6.73)$$
(We will not concern ourselves with the explicit form of $\beta_n^{wz}$; it can be found in [515].) The correspondence between these objects and the galileon Lagrangians is [515]

$$S = \int_M \omega_n^{wz} = \int_{\partial M} \beta_n^{wz} = (-1)^{n-1} \frac{1}{n} \int d^d x \mathcal{L}_n ,$$

(6.74)

where we have defined the $n$-th galileon as

$$\mathcal{L}_n = (d-n+1)!(n-1)! \delta_{\mu_1}^{[\nu_1} \cdots \delta_{\mu_{n-1}}^{\nu_{n-1}]1} \phi \partial_{\nu_1} \phi \cdots \partial_{\nu_{n-1}} \partial_{\mu_{n-1}} \phi .$$

(6.75)

In order to understand in what sense the galileons are topological, we note that while $\omega_n^{wz}$ is left-invariant under the action of the vector fields (6.70), the $d$-form $\beta_n^{wz}$ is not. Rather, it shifts by a total derivative under this transformation, so we see that the form $\omega_n^{wz}$ is left-invariant under the symmetries, but cannot be written as the exterior derivative of a form which is itself left-invariant. The form $\omega_n^{wz}$ is therefore a nontrivial element of what is known as Chevalley–Eilenberg cohomology [616].

So, we see that the galileons are topological in that they are nontrivial elements in a particular cohomology theory. This can be seen as a generalization of Witten’s construction of the WZ term in the chiral Lagrangian [614]. Note that here, in contrast to the situation in the chiral Lagrangian, there does not exist a global topological criterion which quantizes the coefficients of the galileon terms. In the chiral Lagrangian, this is the underlying reason for the non-renormalization of the Wess–Zumino–Witten term. However, the topological nature of the galileons does give us some insight into their non-renormalization. Being Wess–Zumino terms, the galileons only shift by a total derivative under the relevant symmetries. However, all the building blocks of the quantum effective action are strictly invariant, so it is not surprising that we cannot build an operator that renormalizes the galileons using them.

Duality:

A final, and unexpected property exhibited by the galileons is that they are self-dual. As was shown in [593, 620], by performing simultaneously a field-dependent coordinate transformation and a field redefinition

$$y^\mu \mapsto x^\mu + \frac{1}{\Lambda} \partial^\mu \rho$$

(6.76)

$$\pi \mapsto -\rho - \frac{1}{2\Lambda^2} (\partial \rho)^2 ,$$

(6.77)

a galileon theory

$$\mathcal{L}[\pi] = \sum_{n=2}^5 c_n \mathcal{L}_n[\pi] ,$$

(6.78)

---

35 This cohomology theory also sometimes goes by the name relative Lie algebra cohomology. For a nice introduction to physical applications of these ideas, see [617–619].
where $L_n$ is defined as in (6.75), and where we have set the tadpole term to zero for simplicity, is mapped to a dual galileon theory

$$L[p] = \sum_{n=2}^{5} p_n L_n[p],$$  

(6.79)

where the relation between the coefficients is

$$\begin{pmatrix} p_2 \\ p_3 \\ p_4 \\ p_5 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 2 & -1 & 0 & 0 \\ \frac{3}{2} & -\frac{1}{2} & 1 & 0 \\ \frac{5}{2} & -\frac{3}{2} & \frac{3}{2} & -1 \end{pmatrix} \begin{pmatrix} c_2 \\ c_3 \\ c_4 \\ c_5 \end{pmatrix},$$  

(6.80)

Here we have focused on four dimensions, but an equivalent duality holds in any number of dimensions (the relations between the coefficients just become more intricate [593]). The key fact that makes such a duality possible is that the derivative of the scalar field transforms as a scalar under the simultaneous redefinition and coordinate transformation:

$$\frac{\partial \pi}{\partial y^\mu} \mapsto -\frac{\partial \rho}{\partial x^\mu}.$$  

(6.81)

This duality is actually much more general than just mapping galileon theories into each other, recently it has been generalized to a wide class of scalar field theories and even to vector fields [594, 621]. There also exists a similar mapping between theories of conformal galileons and conformal DBI galileons [622–624].

This duality is interesting for a number of reasons, but perhaps the most interesting is investigating the dual of a free theory:

$$L = \frac{1}{2} (\partial \pi)^2,$$  

(6.82)

which corresponds to taking $c_2 = -1/12$ and $c_3 = c_4 = c_5 = 0$. The dual theory has $p_2 = -1/12$, $p_3 = -1/6$, $p_4 = -1/8$ and $p_5 = -1/30$. One can check explicitly that the S-matrix elements on both side of the duality agree [593, 621]. Furthermore, the specific quintic galileon theory to which the free particle maps admits superluminal solutions despite having a precisely analytic S-matrix (it is trivial in fact). In addition to further obfuscating the relationship between superluminality and analyticity, it forces us to question to what extent tree-level superluminality is a problem. On one side of the duality, we have a free theory, which is perfectly causal and UV-complete, while on the other side we have a theory which has apparent superluminality. However, the equivalence between the theories indicates that if we were to properly calculate everything on the “hard” side, this theory would not have superluminality either.

### 6.3 The Vainshtein mechanism: massive gravity

Recall that Einstein’s theory of gravity is the theory of a massless spin-2 particle, the graviton. The notion of giving this particle a mass and considering a theory of massive gravity has been intriguing
to theorists since Fierz and Pauli’s discovery of a unique ghost-free linear Lagrangian for a massive graviton, but until recently progress had come to a halt due to the powerful no-go theorem of Boulware and Deser [625], who had described the obstacles to finding a nonlinear completion of this theory. However, in the last few years, a loophole in these objections has been found, and an interacting theory of a massive graviton, free of the Boulware–Deser ghost, has emerged [217, 218]. (See [262, 263] for excellent reviews of all aspects of massive gravity.) Interestingly, massive gravity admits self-accelerating solutions in which the de Sitter Hubble factor is of order the mass of the graviton. Since having a light graviton is technically natural [214, 631, 632], such a solution is of great interest in the late-time universe as a candidate explanation for cosmic acceleration.

### 6.3.1 A brief history of massive gravity

The history of massive gravity begins when Fierz and Pauli first wrote down the quadratic action for a massive spin-2 particle in 1939 [633]. The theory remained somewhat of a theoretical oddity until van Dam, Veltman and Zakharov [207, 208] noticed around 1970 that the Fierz–Pauli theory does not reduce to linearized GR in the limit in which the mass of the graviton goes to zero; instead, in this limit, there is an additional scalar polarization mode which does not decouple and leads to an $O(1)$ departure from GR predictions for the bending of light. This fact is known as the vDVZ discontinuity, because it indicates that the Fierz–Pauli theory does not have a smooth $m \to 0$ limit. This discrepancy was resolved shortly thereafter by Vainshtein [201], who noted that completing the non-interacting Fierz–Pauli theory to an interacting non-linear theory makes the limit smooth. In an interacting theory, this additional scalar field becomes strongly self-interacting as the graviton mass is taken to zero, causing it to be screened near heavy sources; this is the Vainshtein mechanism we have discussed above. However, shortly after this discovery of Vainshtein, Boulware and Deser argued that a generic theory of an interacting massive graviton would not propagate the expected 5 polarization states, but would have an additional ghostly polarization [625]. These arguments were further solidified in [214, 215]. In [217, 218], de Rham, Gabadadze and Tolley (dRGT) found a loophole and constructed a theory that is free of this pathological sixth mode (this was shown conclusively in [634]). Much work has gone into studying this massive gravity theory: for example studies of cosmological solutions [635–646] and black holes [638, 647–652] have been undertaken. The theory can also be cast in a vielbein language, as opposed to as a theory of a metric [216, 653–657]. Further, it has been realized that the dRGT construction opens the door to building theories with multiple interacting spin-2 particles [655, 658]. In what follows, we will consider Lorentz invariant theories of massive gravity, but much work has been done on Lorentz violating theories [659–674].

---

36See [626–630] for work on a related model of massive gravity constructed from an auxiliary extra dimension.
6.3.2 Linearized massive gravity

We begin our study of massive gravity by considering the linearized theory of Fierz and Pauli [633]. Throughout we will restrict to the case of $d = 4$, but generalizations to other dimensions are possible and relatively straightforward. The Fierz–Pauli theory corresponds to the action

$$ S = M_{Pl}^2 \int d^4 x \left[ -\frac{1}{2} \partial_\alpha h_{\mu\nu} \partial^\alpha h^{\mu\nu} + \partial_\mu h_{\nu\alpha} \partial^\nu h^{\mu\alpha} - \partial_\mu h^{\mu\nu} \partial_\nu h + \frac{1}{2} \partial_\alpha h \partial^\alpha h - \frac{m^2}{2} (h_{\mu\nu} h^{\mu\nu} - h^2) \right]. $$

(6.83)

The derivative terms here are the same as those of linearized Einstein gravity, and the mass term has a particular relative coefficient between the two allowed terms (Fierz and Pauli showed that this is the only consistent choice). The equation of motion descending from this action is then

$$ \Box h_{\mu\nu} + \partial_\mu \partial_\nu h - \partial_\mu \partial_\alpha h^{\alpha\nu} - \partial_\nu \partial_\alpha h^{\mu\alpha} + \eta_{\mu\nu} \left( \partial_\alpha \partial_\beta h^{\alpha\beta} - \Box h \right) - m^2 (h_{\mu\nu} - \eta_{\mu\nu} h) = 0. $$

(6.84)

By taking the divergence of this equation and various traces, one can verify that this equation of motion is equivalent to the following three equations [262]:

$$ (\Box - m^2) h_{\mu\nu} = 0; \quad \partial^\mu h_{\mu\nu} = 0; \quad h = 0. $$

(6.85)

Analyzing these equations, we can determine that the field $h_{\mu\nu}$ propagates the expected five polarizations of a massive spin-2 particle. A symmetric tensor $h_{\mu\nu}$ naively has 10 independent components. Demanding that it be traceless removes one degree of freedom, and demanding that it be divergence-less provides 4 more constraints, leaving 5 independent components. The remaining equation is a wave equation for these 5 propagating polarizations.

The kinetic terms in (6.83) are invariant under linearized diffeomorphisms, which act as

$$ \delta h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu, $$

(6.86)

but the mass term is not. This is easily fixed though: gauge invariance is not fundamental, it is merely a redundancy of description in a system, so we are free to reintroduce it. It turns out to be extremely useful to make the action (6.83) gauge invariant by introducing additional fields using the St"uckelberg trick. This introduction of gauge invariance will make the additional degrees of freedom carried by a massive graviton manifest, and isolate the origin of the vDVZ discontinuity in the $m \to 0$ limit. This analysis was first applied to massive gravity in [214].

The St"uckelberg trick is to make what looks like a gauge transformation

$$ h_{\mu\nu} \mapsto h_{\mu\nu} + \partial_\mu A_\nu + \partial_\nu A_\mu, $$

(6.87)

under which the derivative terms are unchanged, while the mass terms shift to give

$$ S = M_{Pl}^2 \int d^4 x \left[ -\frac{1}{2} h^{\mu\nu} \mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} - \frac{1}{2} m^2 (h_{\mu\nu} h^{\mu\nu} - h^2) + \frac{1}{M_{Pl}^2} h^{\mu\nu} T_{\mu\nu} ight. $$

$$ \left. + m^2 \left( -\frac{1}{2} F_{\mu\nu} F^{\mu\nu} - 2 h^{\mu\nu} \partial_\mu A_\nu + 2 h \partial_\mu A_\mu \right) \right]. $$

(6.88)
Here we have written the kinetic term using the Lichnerowicz operator\(^{37}\) and defined the tensor 
\[ F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu. \]
We have also included a coupling of the field \( h_{\mu\nu} \) to an external source, \( h^{\mu\nu} T_{\mu\nu} \), which we assume is conserved: \( \partial^\mu T_{\mu\nu} = 0 \). This replacement makes the action invariant under a gauge transformation where both fields shift
\[ \delta_\xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu; \quad \delta_\xi A_\mu = -\xi_\mu. \] (6.89)
Notice that fixing the gauge \( A_\mu = 0 \) recovers the Fierz–Pauli action. This is progress, but we still have not made all the degrees of freedom manifest; in order to do this, we introduce another gauge symmetry by performing a further Stückelberg decomposition
\[ A_\mu \mapsto A_\mu + \partial_\mu \phi. \] (6.90)
Along with this replacement, we make one additional transformation to de-mix the graviton and scalar degrees of freedom. We first rescale the fields as 
\[ h_{\mu\nu} \mapsto \frac{1}{M_{Pl}} h_{\mu\nu}, \quad A_\mu \mapsto \frac{1}{m M_{Pl}} A_\mu \]
and 
\[ \phi \mapsto \frac{1}{m^2 M_{Pl}} \phi, \]
and then perform the field redefinition
\[ h_{\mu\nu} \mapsto h_{\mu\nu} + \phi \eta_{\mu\nu}. \] (6.91)
After these manipulations, the action (6.88) takes the form (see [262] for details)
\[ S = \int d^4 x \left[ -\frac{1}{2} h^{\mu\nu} \varepsilon_{\mu\nu} h_{\alpha\beta} - \frac{1}{2} m^2 (h_{\mu\nu} h^{\mu\nu} - h^2) - \frac{1}{2} F_{\mu\nu} F^{\mu\nu} + 3 \phi \left( \Box + 2 m^2 \right) \phi 
- 2m \left( h_{\mu\nu} \partial^\mu A^\nu - h \partial_\mu A^\mu \right) + 3m \left( 2 \phi \partial_\mu A^\mu + m h \phi \right) + \frac{1}{M_{Pl}} h^{\mu\nu} T_{\mu\nu} + \frac{\phi}{M_{Pl}} T \right]. \] (6.92)
This action is now invariant under a pair of gauge transformations:
\[ \delta_\xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu; \quad \delta_\xi A_\mu = -m \xi_\mu; \quad \delta_\xi \phi = 0; \] (6.93)
\[ \delta_\Lambda h_{\mu\nu} = m \Lambda \eta_{\mu\nu}; \quad \delta_\Lambda A_\mu = \partial_\mu \Lambda; \quad \delta_\Lambda \phi = -m \Lambda. \] (6.94)
We are now poised to take the \( m \to 0 \) limit in the action (6.92). In this limit, all of the degrees of freedom decouple from each other, and we are left with the action
\[ S = \int d^4 x \left( -\frac{1}{2} h^{\mu\nu} \varepsilon_{\mu\nu} h_{\alpha\beta} - \frac{1}{2} F_{\mu\nu} F^{\mu\nu} + 3 \phi \Box \phi + \frac{1}{M_{Pl}} h^{\mu\nu} T_{\mu\nu} + \frac{\phi}{M_{Pl}} T \right), \] (6.95)
which describes a massless spin-2 particle, a massless spin-1 particle and a massless scalar.\(^{38}\) The gauge invariances of this action are linearized diffeomorphisms of \( h_{\mu\nu} \) and a U(1) symmetry acting on \( A_\mu \):
\[ \delta_\xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu; \quad \delta_\Lambda A_\mu = \partial_\mu \Lambda. \] (6.96)
\(^{37}\)The Lichnerowicz operator is given by
\[ \varepsilon_{\mu\nu} = -\frac{1}{2} \left[ \delta^\alpha_\mu \delta^\beta_\nu \Box - \delta^\beta_\mu \partial_\alpha \partial_\nu - \delta^\beta_\nu \partial_\alpha \partial_\mu + \eta^{\alpha\beta} \partial_\mu \partial_\nu + \eta_{\mu\nu} \left( \partial^\alpha \partial^\beta - \eta^{\alpha\beta} \Box \right) \right]. \]
\(^{38}\)The decoupling limit can also be used to see why the Fierz–Pauli tuning of the mass term is necessary.
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Notice that the vector degrees of freedom do not couple to external sources, but the scalar $\phi$ does couple to $T$, and so mediates a gravitational strength fifth force. This tells us that the $m \to 0$ limit of linearized massive gravity is not linearized Einstein gravity. This is the famous \textit{van Dam–Veltman–Zakharov (vDVZ) discontinuity} [207, 208].

### 6.3.3 Nonlinear massive gravity

The presence of this fifth force would seem to rule out massive gravity on observational grounds. However, this is only the linear theory; by going beyond Fierz–Pauli theory (6.83) and considering a theory of a self-interacting massive graviton, we will find that this additional degree of freedom screens itself.

In order to move to an interacting theory, we are free to introduce non-linearities in both the kinetic structure and in the potential. We choose to promote the kinetic term to be the Ricci scalar and for the potential we take all contractions of the tensor $h^{\mu\nu}$ [214–217, 262]

$$S = \frac{M_{\text{Pl}}^2}{2} \int d^4x \sqrt{-g} \left( R - \frac{m^2}{2} \mathcal{V}(g, h) \right). \quad (6.97)$$

Here $h^{\mu\nu}$ is defined as the perturbation about some fiducial background metric $g^{\mu\nu} = \bar{g}^{\mu\nu} + h^{\mu\nu}$. The potential $\mathcal{V}(g, h)$ consists of all possible contractions of $h^{\mu\nu}$ with the full metric $g^{\mu\nu}$. That is, the potential is of the form $\mathcal{V}(g, h) = \sum_{n=2}^{\infty} \mathcal{V}_n(g, h)$, where $\mathcal{V}_n$ consists of all contractions with $n$ factors of $h^{\mu\nu}$. The first few terms are [217, 262]

$$\begin{align*}
\mathcal{V}_2(g, h) &= \langle h^2 \rangle - \langle h \rangle^2 \\
\mathcal{V}_3(g, h) &= c_1 \langle h^3 \rangle + c_2 \langle h^2 \rangle \langle h \rangle + c_3 \langle h \rangle^3 \\
\mathcal{V}_4(g, h) &= d_1 \langle h^4 \rangle + d_2 \langle h^3 \rangle \langle h \rangle + d_3 \langle h^2 \rangle^2 + d_4 \langle h^2 \rangle \langle h \rangle^2 + d_5 \langle h \rangle^4 \\
\vdots
\end{align*}$$

where we have already enforced the Fierz–Pauli tuning in $\mathcal{V}_2$, and the $\langle \cdots \rangle$ brackets indicate traces using the full metric $g^{\mu\nu}$. It will turn out that we cannot arbitrarily choose the $c_i, d_i, \ldots$ coefficients. Theoretical consistency forces upon us a rather rigid structure for the theory. This is similar to the linear theory, where $\langle h^2 \rangle$ and $\langle h \rangle^2$ must appear in a particular combination.

To elucidate this point, we want to introduce diffeomorphism invariance into this theory—as we did in the linear theory—via the Stückenberg trick. However, this is slightly more involved in the nonlinear case, because we must introduce full diffeomorphism invariance.

---

39Perhaps only of theoretical interest is the fact that the vDVZ discontinuity is absent in (A)dS space [675–677].

40For easy reference, we adopt the notational conventions of [262].

41This is apparently a choice, naively we could also introduce new derivative interactions. Indeed, there do exist derivative interactions whose leading terms in a small-field expansion (‘pseudo-linear’ terms) are ghost free [678–681], but they cannot be consistently extended to the full non-linear theory [682, 683]. Therefore, the Einstein–Hilbert term is the unique nonlinear interaction term involving derivatives.

42For $n > d$, the number of space-time dimensions, not all of the possible terms are linearly independent, at each order a single linear combination vanishes, so one of the parameters is redundant.
Stückelberg trick in the nonlinear theory:

In order to make the action (6.97) diffeomorphism invariant, we introduce 4 Stückelberg fields by replacing the background metric as in [262]

\[
\bar{g}_{\mu\nu} \rightarrow \bar{g}_{\alpha\beta}(Y(x)) \partial_\mu Y^\alpha \partial_\nu Y^\beta .
\]  

(6.98)

Here it is important that under diffeomorphisms, the Stückelberg fields transform as scalar functions \(Y^\alpha(x) \rightarrow Y^\alpha(f(x))\), so that \(\bar{g}_{\mu\nu}\) transforms as a tensor. We also allow the physical field \(g_{\mu\nu}\) to transform as a tensor, which allows us to construct diffeomorphism invariants by contracting indices in the usual way. This makes it easy to introduce diffeomorphism invariance into the action (6.97): the only place where the background metric appears is in \(h_{\mu\nu} = g_{\mu\nu} - \bar{g}_{\mu\nu}\), and so we therefore replace \(h_{\mu\nu}\) everywhere by

\[
H_{\mu\nu} = g_{\mu\nu} - \bar{g}_{\alpha\beta}(Y(x)) \partial_\mu Y^\alpha \partial_\nu Y^\beta ,
\]  

(6.99)

which transforms covariantly. Often, it is useful to parameterize the Stückelberg fields as a deviation from unitary gauge (in which \(Y^\alpha = x^\alpha\)) and write

\[
Y^\alpha = x^\alpha - A^\alpha,
\]  

(6.100)

so that the field \(H_{\mu\nu}\) takes the form (here we assume that the background metric is flat)

\[
H_{\mu\nu} = h_{\mu\nu} + \partial_\mu A_\nu + \partial_\nu A_\mu - \partial_\mu A^\alpha \partial_\nu A_\alpha ,
\]  

(6.101)

where we have raised and lowered the indices on \(A^\alpha\) with \(\eta_{\mu\nu}\). Using the fact that the \(Y^\alpha\) transform as diffeomorphism scalars (infinitesimally \(\delta_\xi Y^\alpha = \xi^\mu \partial_\mu Y^\alpha\)), we can deduce the transformation rules

\[
\begin{align*}
\delta_\xi A^\alpha &= -\xi^\alpha + \xi^\mu \partial_\mu A^\alpha \\
\delta_\xi h_{\mu\nu} &= \partial_\mu \xi_\nu + \partial_\nu \xi_\mu + \mathcal{L}_\xi h_{\mu\nu} .
\end{align*}
\]  

(6.102)

As we did in the linear theory, we isolate the longitudinal mode by performing the further decomposition \(A_\mu \rightarrow A_\mu + \partial_\mu \phi\), under which (6.101) becomes

\[
H_{\mu\nu} = h_{\mu\nu} + \partial_\mu A_\nu + \partial_\nu A_\mu - \partial_\mu A^\alpha \partial_\nu A_\alpha - \Phi^\alpha_\mu \partial_\nu A_\alpha - \partial_\mu A^\alpha \Phi_{\nu\alpha} + 2\Phi_{\mu\nu} - \Phi^\alpha_\mu \Phi_{\alpha\nu} ,
\]  

(6.103)

where, as before \(\Phi_{\mu\nu} = \partial_\mu \partial_\nu \phi\). The action is now invariant under the following gauge symmetries

\[
\begin{align*}
\delta_\xi h_{\mu\nu} &= \partial_\mu \xi_\nu + \partial_\nu \xi_\mu + \mathcal{L}_\xi h_{\mu\nu} , & \delta_\xi A_\mu &= -\xi_\mu + \xi^\nu \partial_\nu A_\mu , & \delta_\xi \phi &= 0 ; \\
\delta_\Lambda h_{\mu\nu} &= 0 , & \delta_\Lambda A_\mu &= \partial_\mu \Lambda , & \delta_\Lambda \phi &= -\Lambda .
\end{align*}
\]  

(6.104)

With this Stückelberg decomposition in hand, we are now prepared to analyze the nonlinear massive gravity theory (6.97).
The effective field theory of a massive graviton:

We now want to consider the theory (6.97), but with the Stückelberg replacement $h_{\mu\nu} \mapsto H_{\mu\nu}$, where $H_{\mu\nu}$ is defined in (6.103). Schematically, the theory is given by

$$S = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} \left( R - \frac{m^2}{2} V(g, H) \right)$$

(6.105)

where now the potential $V$ consists of all possible contractions of $H_{\mu\nu}$. This action has been obtained from (6.97) by lowering all the indices on $h_{\mu\nu}$ and then everywhere replacing $h_{\mu\nu} \mapsto H_{\mu\nu}$. Note that we do not do anything to the factors of $g_{\mu\nu}$ or to the measure. We first want to power-count this theory, to get an idea of the form that interactions take. A general interaction term generated by the Stückelberg replacement (6.103) will be of the form

$$L \sim M_{Pl}^2 m^2 h^h (\partial A)^{n_A} (\partial^2 \phi)^{n_\phi} ,$$

(6.106)

where $n_{h,A,\phi}$ count the number of fields of each type that appear. Notice that the number of derivatives acting on each field is fixed by the Stückelberg decomposition. In order to identify the scales suppressing the various operators, we must first canonically normalize the fields through

$$\hat{h}_{\mu\nu} = M_{Pl} h_{\mu\nu} , \quad \hat{A}_\mu = m M_{Pl} A_\mu , \quad \hat{\phi} = m^2 M_{Pl} \phi ,$$

(6.107)

where the mass scales have been chosen to agree with the linear analysis. In terms of the redefined fields, the general operator (6.106) becomes

$$L \sim \frac{\hat{h}^n_h (\partial \hat{A})^{n_A} (\partial^2 \hat{\phi})^{n_\phi}}{M_{Pl}^{n_h+n_A+n_\phi-2} m^{n_A+2n_\phi-2}} \sim \frac{1}{\Lambda^n} \hat{h}^n_h (\partial \hat{A})^{n_A} (\partial^2 \hat{\phi})^{n_\phi} ,$$

(6.108)

where we have defined the strong coupling scale

$$\Lambda_n = \left( M_{Pl} m^{n_A+2n_\phi-2} \right)^{n_h+n_A+n_\phi-2} n_h+n_A+n_\phi-2 .$$

(6.109)

From this, assuming $m < M_{Pl}$, we see that the operator with the lowest scale in the theory is

$$L \sim \frac{1}{\Lambda_5^3} (\partial^2 \hat{\phi})^3 , \quad \text{where} \quad \Lambda_5 \equiv (M_{Pl} m^4)^{1/5} .$$

(6.110)

Just above this is the scale $\Lambda_4 \equiv (M_{Pl} m^3)^{1/4}$, which suppresses two types of operator:

$$L \sim \frac{1}{\Lambda_4^2} (\partial^2 \hat{\phi})^4 ; \quad L \sim \frac{1}{\Lambda_4^2} \partial \hat{A} (\partial^2 \hat{\phi})^2 .$$

(6.111)

The problem is that at both of these scales, a ghost enters the theory. Indeed, terms of the form $(\partial^2 \hat{\phi})^n$ all lead to ghosts when they become important. Thus, we are motivated to try to cancel these interactions and raise the cutoff so that the strong coupling scale of the theory is $\Lambda_3 \equiv (M_{Pl} m^2)^{1/3}$, which is the scale suppressing the operators

$$L \sim \frac{1}{\Lambda_3^{3n-3}} \hat{h} (\partial^2 \hat{\phi})^n ; \quad L \sim \frac{1}{\Lambda_3^{3n}} (\partial \hat{A})^2 (\partial^2 \hat{\phi})^n .$$

(6.112)
We will see that raising the strong-coupling scale to \( \Lambda_3 \) leads to a theory with many desirable properties.

**Decoupling limit:**

We can isolate the interactions which are suppressed by \( \Lambda_3 = (M_{\text{Pl}} m^2)^{1/3} \) by taking a suitable *decoupling limit*. This corresponds to taking the Planck mass to infinity and the graviton mass to zero while keeping the scale \( \Lambda_3 \) fixed:

\[
M_{\text{Pl}} \to \infty , \quad m \to 0 , \quad \Lambda_3 = (M_{\text{Pl}} m^2)^{1/3} \quad \text{fixed} . \tag{6.113}
\]

In this limit, the theory (6.105) reduces to (up to quartic order in the fields)\(^{43}\) [217, 262]

\[
L = -\frac{1}{4} h^{\mu\nu} \mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} + h^{\mu\nu} X_{\mu\nu}^{(1)}(\phi)
- \frac{1}{\Lambda_3^2} \left[ 2c_1 - 1 \right] [\Phi^3] + \left( 2c_2 + 1 \right) [\Phi] \left[ \Phi^2 \right] + \frac{1}{2\Lambda_3^3} h^{\mu\nu} X_{\mu\nu}^{(2)}(\phi)
+ \frac{1}{\Lambda_4^3} \left[ 3c_1 - 4d_1 - \frac{1}{4} \right] [\Phi^4] + \left( c_2 - 4d_3 + \frac{1}{4} \right) [\Phi^2]^2
+ \left( 2c_2 - 4d_2 \right) [\Phi] [\Phi^3] + \left( 3c_3 - 4d_4 \right) \left[ \Phi^2 \right] [\Phi]^2 - 4d_5 [\Phi]^4 + \frac{1}{\Lambda_5^3} h^{\mu\nu} X_{\mu\nu}^{(3)}(\phi) , \tag{6.114}
\]

where we the brackets denote a trace of the enclosed tensor.\(^{44}\) The \( X_{\mu\nu}^{(n)} \) tensors are \( n \)-th order in the scalar \( \phi \). As an effective theory below the cutoff \( \Lambda_5 \), this theory is perfectly fine, but as we approach the scale \( \Lambda_5 \), higher-derivative scalar terms of the form \( (\partial^2 \phi)^3 \) become important and the theory propagates a ghost. Similar to the Fierz–Pauli tuning, we want to choose the \( c_i \) coefficients so that the terms suppressed by the scale \( \Lambda_5 \) are absent from the theory. We cannot choose the coefficients to make these terms identically vanish, but we *can* arrange for the pure scalar self-interactions to appear in total derivative combinations. At each order in the fields, there is a unique total derivative combination, which is given by the terms in the characteristic polynomial of the matrix \( \Phi_{\mu\nu} \)[217, 262]:

\[
\det(1 + \Phi) = 1 + \mathcal{L}_{1}^{\text{TD}}(\Phi) + \frac{1}{2} \mathcal{L}_{2}^{\text{TD}}(\Phi) + \cdots + \frac{1}{n!} \mathcal{L}_{n}^{\text{TD}}(\Phi) + \cdots \tag{6.115}
\]

This expansion truncates for \( n > d \), the space-time dimension. In the case of interest, the total derivative combinations are given by

\[
\mathcal{L}_{1}^{\text{TD}}(\Phi) = [\Phi] \tag{6.116}
\]
\[
\mathcal{L}_{2}^{\text{TD}}(\Phi) = [\Phi]^2 - [\Phi^2] \tag{6.117}
\]
\[
\mathcal{L}_{3}^{\text{TD}}(\Phi) = [\Phi]^3 - 3[\Phi][\Phi^2] + 2[\Phi^3] \tag{6.118}
\]
\[
\mathcal{L}_{4}^{\text{TD}}(\Phi) = [\Phi]^4 - 6[\Phi^2][\Phi^2] + 8[\Phi^3][\Phi] + 3[\Phi^2]^2 - 6[\Phi]^4 . \tag{6.119}
\]

\(^{43}\)For simplicity we ignore vector interactions. This is a consistent choice: since vector modes do not couple at linear order to \( T_{\mu\nu} \), they appear quadratically in the action and may be consistently set to zero.

\(^{44}\)For example, we have \( [\Phi] = \Box \phi \) and \( [\Phi^3] = \partial_\mu \partial_\nu \phi \partial^\mu \phi \partial^\nu \phi . \)
Armed with this information, we can make the terms cubic in $\phi$ in (6.114) appear in the total derivative combination (6.118) by choosing [217]

$$c_1 = 2c_3 + \frac{1}{2}; \quad c_2 = -3c_3 - \frac{1}{2}.$$  \hspace{1cm} (6.120)

With these choices, the leading interactions are now the scalar self-interactions suppressed by the scale $\Lambda_4$.\textsuperscript{45} In the same way we may make these interactions appear in the total derivative combination (6.119) by choosing [217]

$$d_1 = -6d_5 + \frac{1}{16}(24c_3 + 5), \quad d_2 = 8d_5 - \frac{1}{4}(6c_3 + 1)$$

$$d_3 = 3d_5 - \frac{1}{16}(12c_3 + 1), \quad d_4 = -6d_5 + \frac{3}{4}c_3.$$  \hspace{1cm} (6.121)

This does not remove all of the scalar self-interactions, since there remain terms quintic in the scalar $\phi$ of the schematic form

$$L_5(\phi) \sim \frac{1}{M_5^4 m^8} (\partial^2 \phi)^5.$$  \hspace{1cm} (6.122)

These interactions can be chosen to appear in the combination $L_5^{TD}(\Phi)$ (which is identically zero in 4 dimensions) by a suitable choice of coefficients of the 5th order potential [217]. With these choices of the parameters, the scalar self-interactions drop out, and the decoupling limit Lagrangian is given (up to quintic order) by [217]

$$L = -\frac{1}{4} h^{\mu\nu} \mathcal{E}_{\alpha\beta} h_{\alpha\beta} + h^{\mu\nu} X^{(1)}_{\mu\nu} - \frac{(6c_3 - 1)}{2\Lambda_3^3} h^{\mu\nu} X^{(2)}_{\mu\nu}(\phi) - \frac{(8d_5 + c_3)}{\Lambda_3^6} h^{\mu\nu} X^{(3)}_{\mu\nu}(\phi),$$  \hspace{1cm} (6.123)

where the $X^{(n)}(\phi)$ tensors are given by [217, 262]

$$X^{(1)}_{\mu\nu}(\phi) = [\Phi] \eta_{\mu\nu} - \Phi_{\mu\nu}$$

$$X^{(2)}_{\mu\nu}(\phi) = \left( \Phi^2 - [\Phi]^2 \right) \eta_{\mu\nu} - 2 [\Phi] \Phi_{\mu\nu} + 2 \Phi_{\mu\alpha} \Phi_{\nu}^\alpha$$

$$X^{(3)}_{\mu\nu}(\phi) = \left( \Phi^3 - 3 [\Phi] [\Phi^2] + 2 [\Phi^3] \right) \eta_{\mu\nu} - 3 \left( \Phi^2 - [\Phi]^2 \right) \Phi_{\mu\nu} + 6 [\Phi] \Phi_{\mu\alpha} \Phi_{\nu}^\alpha - 6 \Phi_{\mu\alpha} \Phi_{\nu}^\alpha \Phi_{\beta}^\beta.$$  \hspace{1cm} (6.124)

These are related to the total derivative combinations in (6.115) by [217, 218, 262]

$$X^{(n)}_{\mu\nu}(\phi) = \frac{1}{n + 1} \frac{\delta}{\delta \Phi_{\mu\nu}} L_{n+1}^{TD}(\Phi),$$  \hspace{1cm} (6.125)

and have two important properties [217]:

- They are identically conserved, $\partial^\mu X^{(n)}_{\mu\nu}(\phi) = 0$. This is true whether or not the equations of motion are satisfied.

- Their structure guarantees that (6.123) has second-order equations of motion:

\textsuperscript{45}There are also terms of the form $\partial A(\partial^2 \phi)^n$, but once we arrange to cancel the scalar self interactions, they will always be of the form $\partial A X^{(n)}$ which is a total derivative [262].
- $X_{ij}^{(n)}(\phi)$ has at most two time derivatives,
- $X_{0i}^{(n)}(\phi)$ has at most one time derivative,
- $X_{00}^{(n)}(\phi)$ has no time derivatives.

Rescaling the gauge parameters as $\xi \rightarrow \frac{1}{M_{\text{Pl}}} \xi$ and $\Lambda \rightarrow \frac{1}{M_{\text{Pl}} \Lambda}$, in the decoupling limit, the gauge symmetries (6.104) become

$$
\begin{align*}
\delta \xi h_{\mu\nu} &= \partial_\mu \xi_\nu + \partial_\nu \xi_\mu, \\
\delta \Lambda h_{\mu\nu} &= 0, \\
\delta \xi A_\mu &= 0, \\
\delta \Lambda A_\mu &= \partial_\mu \Lambda, \\
\delta \xi \phi &= 0, \\
\delta \Lambda \phi &= 0.
\end{align*}
$$

(6.126)

It is straightforward to see from the conservation of $X_{\mu\nu}^{(n)}$ that the Lagrangian (6.123) is invariant under these symmetries (notice that it is invariant up to a total derivative under diffeomorphisms).

The theory also possesses invariance under galileon shifts of the scalar $\phi$, due to the fact that it always appears with two derivatives on it—we will see later that the galileon terms can be made to appear explicitly.

This theory is quite remarkable: not only has the strong coupling scale increased to $\Lambda_3$, but at this scale—when the higher-derivative operators become important—the theory continues to have second order equations of motion. This is similar to what we saw with the galileons, this theory is capable of having classical nonlinearities become important without propagating a ghost.

Ideally, one would like to continue this procedure to arbitrarily high order—performing the St"uckelberg replacement on each term in the potential $V(g, h)$ in (6.97) and then canceling the scalar self-interactions order-by-order. Notice that the decoupling limit Lagrangian (6.123) has a very simple form, schematically,

$$
\mathcal{L}_{\text{dec.}} = -\frac{1}{4} h \mathcal{E} h + \sum_n \frac{1}{\Lambda_3^{3n-3}} h X^{(n)},
$$

(6.127)

which we might expect to persist at higher orders. However, there are no $X^{(n)}$ tensors for $n > d$ (they all vanish identically!). We are therefore tempted to posit that the decoupling limit Lagrangian (6.123) for the scalar sector is exact. This turns out to be the case. In [218] a useful reorganization of the theory (6.97) was introduced, which makes this manifest and which is completely ghost free at all orders beyond the decoupling limit, which we now describe.

### 6.3.4 de Rham–Gabadadze–Tolley massive gravity

In [218], de Rham, Gabadadze and Tolley (dRGT) found a way to recast the non-linear theory of a massive graviton in such a way that it is clear that the decoupling limit is free of ghosts. The construction of this theory exploits a structure that, at first glance, appears somewhat unusual. We define the tensor

$$
\mathcal{K}_\mu^\nu \equiv \delta_\mu^\nu - \sqrt{\delta_\mu^\nu - H_\mu^\nu},
$$

(6.128)
where, as before, \( H_{\mu\nu} = g_{\mu\nu} - \eta_{\alpha\beta} \partial_\mu Y^\alpha \partial_\nu Y^\beta \). In the tensor \( K^\mu_\nu \), indices are raised and lowered with \( g_{\mu\nu} \). The square root structure should be thought of as a power series:

\[
K^\mu_\nu = \delta^\mu_\nu - \sqrt{\delta^\mu_\nu - H^\mu_\nu} = \sum_{n=1}^{\infty} \frac{(2n)!}{(1-2n)(n!)^2 4^n} (H^n)^\mu_\nu, \tag{6.129}
\]

where \( (H^n)^\mu_\nu = H^\alpha_\mu H^{\alpha_2}_\nu \cdots H^{\alpha_{n-1}}_{\alpha_n} \), and the indices are raised with \( g^{\mu\nu} \). This tensor has been defined in this way so that if we perform the scalar Stückelberg replacement \( Y^\alpha = x^\alpha - \eta^{\alpha\mu} \partial_\mu \phi \)

\[
H_{\mu\nu} = h_{\mu\nu} + 2\Phi_{\mu\nu} - \eta_{\alpha\beta} \Phi^\alpha_{\mu} \Phi^\beta_{\nu} \, , \tag{6.130}
\]

we have

\[
K_{\mu\nu} \bigg|_{h_{\mu\nu} = 0} = g_{\mu\nu} \Phi_{\mu\nu} \bigg|_{h_{\mu\nu} = 0} = \Phi_{\mu\nu} \, . \tag{6.131}
\]

We can now understand the benefit of this reorganization; it will make it simple to determine how the self-interactions of the scalar \( \phi \) will appear in the decoupling limit. Equivalent to (6.97), we can now write

\[
S = \frac{M^2_{Pl}}{2} \int d^4x \sqrt{-g} \left( R - \frac{m^2}{2} \mathcal{W}(g, K) \right), \tag{6.132}
\]

where \( \mathcal{W} \) is now a general potential built from contractions of the \( K \) tensor, \( \mathcal{W}(g, K) = \sum_{n=2}^{\infty} \mathcal{W}_n(g, K) \), with:

\[
\mathcal{W}_2(g, K) = \langle K^2 \rangle - \langle K \rangle^2 \\
\mathcal{W}_3(g, K) = \tilde{c}_1 \langle K^3 \rangle + \tilde{c}_2 \langle K^2 \rangle \langle K \rangle + \tilde{c}_3 \langle K \rangle^3 \\
\mathcal{W}_4(g, K) = \tilde{d}_1 \langle K^4 \rangle + \tilde{d}_2 \langle K^3 \rangle^2 + \tilde{d}_3 \langle K^2 \rangle^2 + \tilde{d}_4 \langle K \rangle^2 + \tilde{d}_5 \langle K \rangle^4 \\
\vdots
\]

\tag{6.133}

It is now straightforward to deduce how the scalar self-interactions will appear in the decoupling limit; they are just given by \( \mathcal{W}(\eta, \Phi) \). In order to arrange their cancellation, we just have to demand that \( K \) enters the potential in the combinations (6.116)–(6.119). Therefore, we consider the action

\[
S = \frac{M^2_{Pl}}{2} \int d^4x \sqrt{-g} \left( R - \frac{m^2}{2} \mathcal{U}(g, K) \right), \tag{6.134}
\]

\[\text{We are defining the theory with respect to a flat reference metric } \bar{g}_{\alpha\beta} = \eta_{\alpha\beta}, \text{ but the extension to a curved reference metric is straightforward.}\]

\[\text{This can be understood by noting that (restricting to the scalar mode) we can write } K_{\mu\nu} \text{ as}\]

\[
K_{\mu\nu} = g_{\mu\nu} - \sqrt{\eta_{\alpha\beta} \partial_\mu Y^\alpha \partial_\nu Y^\beta} = g_{\mu\nu} - \sqrt{\eta_{\alpha\beta} (\delta^\alpha_\mu - \Phi^\alpha_\mu)(\delta^\beta_\nu - \Phi^\beta_\nu)}. \]

\[\text{65}\]
where $\mathcal{U}(g, K) = \sum_{n=2}^{d} \alpha_n \mathcal{L}_{n}^{TD}(K)$. Here $\alpha_n$ are free parameters, and the total derivative combinations are [218]

\begin{align}
\mathcal{L}_{2}^{TD}(K) &= \langle K \rangle^2 - \langle K^2 \rangle, \\
\mathcal{L}_{3}^{TD}(K) &= \langle K \rangle^3 - 3 \langle K \rangle \langle K^2 \rangle + 2 \langle K^3 \rangle, \\
\mathcal{L}_{4}^{TD}(K) &= \langle K \rangle^4 - 6 \langle K \rangle^2 \langle K^2 \rangle + 3 \langle K^2 \rangle^2 + 8 \langle K \rangle \langle K^3 \rangle - 6 \langle K^4 \rangle,
\end{align}

\[6.135\]
\[6.136\]
\[6.137\]

This form for the potential guarantees that the scalar self-interactions appear in the total derivative combinations (6.116)–(6.119):

\[
\sqrt{-g} \mathcal{U}(g, K) \bigg|_{h_{\mu\nu}=0} = \sum_{n=1}^{d} \alpha_n \mathcal{L}_{n}^{TD}(\Phi).
\]

(6.138)

In the decoupling limit, it is possible to go a little further, and determine the mixing terms between $h_{\mu\nu}$ and $\phi$. The action takes the form

\[
S = M_{\text{Pl}}^2 \int d^4 x \left( -\frac{1}{4} h^{\mu\nu} \varepsilon_{\mu\nu}^\alpha \alpha_{\alpha\beta} - \frac{m^2}{4} h^{\mu\nu} \bar{X}_{\mu\nu} \right),
\]

(6.139)

where we have defined

\[
\bar{X}_{\mu\nu} = \frac{\delta}{\delta h_{\mu\nu}} \left( \sqrt{-g} \mathcal{U}(g, K) \right) \bigg|_{h_{\mu\nu}=0}.
\]

(6.140)

If we then use the identity [218]

\[
\frac{\delta}{\delta h_{\mu\nu}} \langle K^n \rangle \bigg|_{h_{\mu\nu}=0} = \frac{n}{2} \left( \Phi_{\mu\nu}^{n-1} - \Phi_{\mu\nu}^n \right),
\]

(6.141)

we obtain the result [218]

\[
\frac{\delta}{\delta h_{\mu\nu}} \left( \sqrt{-g} \mathcal{L}_{n}^{TD}(K) \right) \bigg|_{h_{\mu\nu}=0} = \frac{1}{2} \left( X_{\mu\nu}^{(n)} - n X_{\mu\nu}^{(n-1)} \right).
\]

(6.142)

Using these facts we can derive the decoupling limit action, which is given by (we define $X_{\mu\nu}^{(0)} = \eta_{\mu\nu}$ and $X_{\mu\nu}^{(-1)} = 0$)

\[
S = M_{\text{Pl}}^2 \int d^4 x \left( -\frac{1}{4} h^{\mu\nu} \varepsilon_{\mu\nu}^\alpha \alpha_{\alpha\beta} + \frac{\alpha_2}{4} h^{\mu\nu} X_{\mu\nu}^{(1)} - \left( \frac{3\alpha_3 - \alpha_2}{8} \right) h^{\mu\nu} X_{\mu\nu}^{(2)} - \left( \frac{4\alpha_4 + \alpha_3}{8} \right) h^{\mu\nu} X_{\mu\nu}^{(3)} \right).
\]

(6.143)

This agrees with (6.123) upon identifying coefficients as

\[
\alpha_2 = 4; \quad \alpha_3 = 2^3 c_3; \quad \alpha_4 = 2^4 d_5.
\]

(6.144)

The key difference is that the action (6.143) is the exact decoupling limit action involving the helicity-2 and helicity-0 degrees of freedom. No truncation at a finite order in fluctuations has been
taken. Here we have focused only on the scalar and tensor mixings in the decoupling limit, which
is a consistent truncation, but it is possible to derive the full decoupling limit, including vector
interactions [684–686].

Although here we have followed the historical route to (6.134), it is actually possible to derive
this action from a dimensional reduction of a discrete extra dimension, along the lines of the
dimensional deconstruction idea [687, 688]. This is carried out in [683, 689].

Galileons in the decoupling limit:

The longitudinal polarization, φ, of a massive graviton turns out to be described by a galileon
theory in the decoupling limit (see Section 6.2 for a discussion of galileons). In order to see this,
we consider the decoupling limit Lagrangian (6.123), in which there are mixings $h(1)$
and $h(2)$, between $h_{\mu\nu}$ and $\phi$, which can be partially removed\textsuperscript{48} by the following local field redefinition [217]

$$
h_{\mu\nu} \mapsto \hat{h}_{\mu\nu} + \phi \eta_{\mu\nu} + \frac{(6c_3 - 1)}{2\Lambda_3^3} \partial_\mu \phi \partial_\nu \phi .
$$

(6.145)

Note also that we have been implicitly assuming that the metric couples to matter through
$h_{\mu\nu} T_{\mu\nu}$, so that this field redefinition induces scalar couplings to $T_{\mu\nu}$ of the form $\sim \phi T$ and $\sim \partial_\mu \phi \partial_\nu T_{\mu\nu}$.

After performing this field redefinition, the decoupling limit Lagrangian is given by

$$
L = -\frac{1}{4} h^{\mu\nu} E_{\alpha\beta}^{\alpha\beta} h_{\alpha\beta} + 3\phi \Box \phi + \frac{3(6c_3 - 1)}{4\Lambda_3^3} \Box (\partial_\phi)^2
$$

$$
+ \frac{1}{\Lambda_3^6} \left[ \frac{1}{4} (6c_3 - 1)^2 - 2(c_3 + 8d_5) \right] (\partial_\phi)^2 \left( [\Phi]^2 - [\Phi]^2 \right)
$$

$$
- \frac{5}{4\Lambda_3^3} (6c_3 - 1)(c_3 + 8d_5)(\partial_\phi)^2 \left( [\Phi]^3 - 3[\Phi]^2 [\Phi]^2 + 2[\Phi]^3 \right) - \frac{(8d_5 + c_3)}{\Lambda_3^6} h^{\mu\nu} X^{(3)}_{\mu\nu}(\phi) .
$$

(6.146)

Notice that the self-interactions of the scalar are precisely the galileon terms (6.58), and so we can
write this action as

$$
L = -\frac{1}{4} h^{\mu\nu} E_{\alpha\beta}^{\alpha\beta} h_{\alpha\beta} - 6 E_4^{\text{gal}}(\phi) + \frac{3(6c_3 - 1)}{2\Lambda_3^3} E_3^{\text{gal}}(\phi) - \frac{4}{\Lambda_3^6} \left[ \frac{1}{4} (6c_3 - 1)^2 - 2(c_3 + 8d_5) \right] E_4^{\text{gal}}(\phi)
$$

$$
- \frac{15}{4\Lambda_3^3} (6c_3 - 1)(c_3 + 8d_5) E_5^{\text{gal}}(\phi) - \frac{(8d_5 + c_3)}{\Lambda_3^6} h^{\mu\nu} X^{(3)}_{\mu\nu}(\phi) ,
$$

(6.147)

where the galileon terms are normalized as in (6.58). This is as simple as things get: there does
not exist a local field redefinition which can remove the $hX^{(3)}$ mixing [217]. Notice that if we set
c_3 = 1/6, d_5 = -1/48, the scalar self-interactions disappear and we have a completely free theory
of a helicity-2 and a helicity-0 particle.

\textsuperscript{48}Note that this works because [217, 262]

$$
E_{\mu\nu}^{\alpha\beta}(\phi \eta_{\alpha\beta}) = -2X^{(1)}_{\mu\nu} ; \quad E_{\mu\nu}^{\alpha\beta}(\partial_\alpha \phi \partial_\beta \phi) = X^{(2)}_{\mu\nu} .
$$
In light of the fact that the galileons appear in the theory, it should not be surprising that the dRGT theory also exhibits superluminality. Indeed, this has been argued to be the case [226, 690–694]. However, these calculations are of the classical phase velocity, so it is unclear to what extent this implies acausality in the theory [226, 695]. See Section 10.6.2 in [263] for an extensive discussion of superluminality in massive gravity theories.

**Freedom from ghosts:**

Although the special form of the $X^{(n)}_{\mu\nu}$ tensors ensures that the dRGT theory (6.134) is ghost-free in the decoupling limit, it is still in principle possible that the Boulware–Deser ghost re-emerges in the theory once we look beyond the decoupling limit. However, it has been clearly demonstrated that the full nonlinear theory is free of the Boulware–Deser ghost to all orders beyond the decoupling limit. This has been shown by various authors both from a direct canonical analysis in ADM variables [634, 655, 696–700] and in the St"uckelberg and helicity language [701–704]. While this guarantees that the theory propagates only 5 degrees of freedom, even non-linearly, it nevertheless remains possible for one or more of these 5 physical modes to become ghostly around particular backgrounds, providing further constraints on the theory.

**Self-accelerating solutions in the decoupling limit:**

We now consider de Sitter solutions in massive gravity without external matter—self-accelerating solutions. As a first step, we search for these solutions in the decoupling limit, following [635].

The decoupling-limit Lagrangian is given by

$$\mathcal{L} = -\frac{1}{4} h^{\mu\nu} \varepsilon^{\alpha\beta} h_{\alpha\beta} + \sum_{n=1}^{3} \frac{a_n}{\Lambda^{3n-3}} h^{\mu\nu} X^{(n)}_{\mu\nu}(\phi), \quad (6.148)$$

where $a_1 = -1/2$ and $a_2, a_3$ are just a re-shuffling of the constants $c_3$ and $d_5$ which appear in, for example, (6.123). The $X^{(n)}$ tensors are given as before by (6.116)–(6.119), but a particularly convenient way of rewriting them for this purpose (up to overall normalization which can be absorbed into the $a_n$) [262, 635] is

$$X^{(1)}_{\mu\nu}(\phi) = \epsilon^{\alpha\rho\sigma} \epsilon^{\beta}_{\nu \rho\sigma} \Phi_{\alpha\beta},$$

$$X^{(2)}_{\mu\nu}(\phi) = \epsilon^{\alpha\rho\gamma} \epsilon^{\beta}_{\nu \rho\gamma} \Phi_{\alpha\beta} \Phi_{\rho\sigma},$$

$$X^{(3)}_{\mu\nu}(\phi) = \epsilon^{\alpha\rho\gamma} \epsilon^{\beta\sigma\delta} \Phi_{\alpha\beta} \Phi_{\rho\sigma} \Phi_{\gamma\delta}. \quad (6.149)$$

The equations of motion following from (6.148) are [635]

$$-\frac{1}{2} \varepsilon^{\alpha\beta} h_{\alpha\beta} + \sum_{n=1}^{3} \frac{a_n}{\Lambda^{3n-3}} X^{(n)}_{\mu\nu}(\phi) = 0,$$

$$\left( a_1 \epsilon^{\alpha\rho\sigma} \epsilon^{\beta}_{\nu \rho\sigma} + \frac{2a_2}{\Lambda^3} \epsilon^{\alpha\rho\gamma} \epsilon^{\beta\sigma\gamma} \Phi_{\rho\sigma} + \frac{3a_3}{\Lambda^6} \epsilon^{\alpha\rho\gamma} \epsilon^{\beta\sigma\delta} \Phi_{\rho\sigma} \Phi_{\gamma\delta} \right) \partial_\alpha \partial_\beta h^{\mu\nu} = 0. \quad (6.150)$$

49See [705, 706] for a discussion of the cosmology of a related covariantization of this theory.
To search for de Sitter solutions to these equations, note that, far inside the horizon ($|\vec{x}| \ll H^{-1}$), the de Sitter metric can be written as [204, 635]
\[ ds^2 \simeq \left( 1 - \frac{1}{2} H^2 x^2 \right) \eta_{\mu\nu} dx^\mu dx^\nu . \] (6.151)
Thus we look for solutions with $h_{\mu\nu} = -(H^2 x^2/2) \eta_{\mu\nu}$, and we make the following ansatz for the scalar field
\[ \phi = q \frac{\Lambda^3}{2} x^2 , \] (6.152)
where $q$ is a constant. With these assumptions, the equations of motion become [259, 635]
\[ H^2 \left( 3 a_3 q^2 + 2 a_2 q - \frac{1}{2} \right) = 0 , \]
\[ M_{\text{Pl}}^2 H^2 = \Lambda^3 \left( 2 a_3 q^3 + 2 a_2 q^2 - q \right) . \] (6.153)
The quadratic equation $3 a_3 q^2 + 2 a_2 q - \frac{1}{2} = 0$ is easily solved for $q$, and inserting the result into the second equation yields $H$ [635]. Notice that if $q \sim O(1)$, then the Hubble constant is parametrically the graviton mass:
\[ H^2 \sim \frac{\Lambda^3}{M_{\text{Pl}}^2} \sim m^2 . \] (6.154)
In order for this to describe a de Sitter solution (with $H > 0$) and for scalar and tensor perturbations about this solution to be stable, the parameters $a_2$ and $a_3$ must satisfy [259, 635]
\[ a_2 < 0 ; \quad -\frac{2a_2^2}{3} < a_3 < -\frac{a_2^2}{2} . \] (6.155)
However, vector perturbations around the self-accelerating background appear to inevitably be either strongly-coupled or ghost-like [684, 707].

**Cosmology away from the decoupling limit:**

While we have focused on self-accelerating solutions in the decoupling limit, there have also been many studies of cosmological solutions in the full theory (6.134). The situation is rather complicated. In [636], it was shown that the non-linear theory does not admit flat FLRW solutions. Nevertheless, there exist other cosmological solutions: open FLRW [640], and cosmologies with anisotropies in the St"uckelberg sector [641–643, 645, 646]. However, perturbations about these solutions appear to be badly-behaved, both linearly [684, 707–713] and nonlinearly [714–716].

In order to remedy this situation and find acceptable cosmological solutions, many extensions of the dRGT theory have been proposed. One possibility is to let the background metric be dynamical, and consider a bi-metric theory [658, 717–719] (or even a multi-metric theory [655, 719–721]), leading to different cosmological solutions [620, 722–735]. Another possibility is to let the graviton mass itself be a field [736–738] or to couple in additional fields [739–743] (for instance galileon scalar fields [559, 561, 744]). One concrete proposal for adding new fields which has attracted some attention is so-called *quasi-dilaton* massive gravity, where the theory enjoys a scaling
symmetry [745]. Cosmologies of this theory and its extensions are considered in [746–750]. A further enticing possibility is that a particular choice of the potential terms could lead to an extra gauge symmetry about de Sitter space, leading to a theory of partially massless gravity [751, 752]. This possibility has been explored [753–757], but it is not clear whether such a theory exists non-linearly [757–759].

Despite this flurry of activity, to date there does not seem to be an extension of dRGT which possesses a completely satisfactory self-accelerated solution. However, many of these extensions are interesting in their own right.

**Vainshtein screening:**

One interesting feature of massive gravity is that it too exhibits the Vainshtein effect, with the longitudinal polarization mode of the graviton becoming screened. This is not particularly surprising, since we saw in (6.147) that in the decoupling limit the helicity-0 mode is described by a galileon theory with an additional mixing between the scalar and the helicity-2 mode. We have already seen that the galileons exhibit Vainshtein screening about a spherical source, and therefore it is immediately clear that in the case where \(8d_5 + c_3 = 0\) the theory will exhibit the Vainshtein mechanism. The general case is slightly more delicate, owing to the coupling \(h_{\mu\nu}X^{(3)}_{\mu\nu}\), but in this case Vainshtein screening persists. In all cases, the Vainshtein radius is given by

\[
r_V \sim \left(\frac{M}{M_{Pl}}\right)^{1/3} \frac{1}{\Lambda_3},
\]

where \(M\) is the mass of the source. See [590, 760–765] for discussions of Vainsthein screening in the decoupling limit of dRGT. For a discussion of the Vainshtein mechanism in bimetric gravity, see [766].

**6.3.5 Degravitation**

Massive gravity also allows us to view the cosmological constant problem in a different light. Rather than asking: *why is the observed cosmological constant so small?* we are able to ask the slightly different: *why does the cosmological constant not gravitate very strongly?* [767–769] This is an interesting viewpoint; up to now we have been fighting \(\Lambda\), trying to make its value small, but this allows us to take seriously the notion that the large cosmological constant generated via matter loops is physical, and that it does not strongly curve space-time. This phenomenon of **degravitation** is intimately tied to massive gravity: as we will see below, any theory that exhibits degravitation must reduce, to a theory of massive/resonance gravity at the linearized level [769]. Moreover, degravitation admits a nice analogy with electromagnetism—it is the gravitational analogue of the screening of charges in a superconductor (Meissner effect) [769].

A simple phenomenological modification to Einstein’s equations that captures the idea of degravitation is

\[
G_N^{-1}(\Box L^2)G_{\mu\nu} = 8\pi T_{\mu\nu}.
\]

(6.157)
Here Newton’s constant, $G_N(\Box L^2)$, has been promoted to a high-pass filter which has characteristic scale $L$: sources with characteristic wavelength $\lambda \ll L$ experience gravity normally, whereas sources with wavelength $\lambda \gg L$ are degravitated.

Notice that equation (6.157) violates the Bianchi identity—which follows directly from general covariance—so there must be more to the story. However, already at the linearized level, where the Bianchi identity is trivially satisfied, we can isolate a problem. By parameterizing the filter function as $G^{-1}_N(\Box L^2) \equiv \left( G_N^{(0)} \right)^{-1} \left( 1 - \frac{m^2(\Box L^2)}{\Box L^2} \right)$, expanding $g_{\mu\nu} = \eta_{\mu\nu} + \hat{h}_{\mu\nu}$, and choosing de Donder gauge $\partial^\nu \hat{h}_{\mu\nu} = \frac{\partial}{2} \hat{h}$, (6.157) takes the form

$$\left( \Box - m^2(\Box L^2) \right) \left( \hat{h}_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} \hat{h} \right) = 8\pi G_N^{(0)} T_{\mu\nu}.$$  (6.158)

As a special case, we can imagine that $m^2(\Box L^2) \equiv m^2$ is constant. This makes the issue obvious: the only allowed (Lorentz-invariant) spin-2 mass term is the Fierz–Pauli choice [633]: $m^2(h_{\mu\nu} - \eta_{\mu\nu})$. Other choices propagate a ghost. The mass term in (6.158) is clearly not of this form, hence it cannot describe a massive spin-2 particle consistently. Allowing for a more general $m^2(\Box L^2)$ only amplifies the problem; if we write the Källén–Lehmann spectral representation of the graviton propagator

$$\frac{1}{\Box - m^2(\Box L^2)} = \int_0^{\infty} dM^2 \rho(M^2 L^2) \frac{1}{\Box - M^2},$$  (6.159)

we can apply the above argument to each of the massive gravitons in the continuum.

The resolution of this paradox turns out to be simple: a massive graviton has 5 polarization states (2 with helicity-2, 2 with helicity-1 and 1 with helicity-0), but (6.158) only describes the helicity-2 part of the graviton; it is an effective equation obtained by integrating out the other 3 degrees of freedom. It is worthwhile to briefly review the proof of this fact found in [769, 770].

We start by generalizing the Fierz–Pauli equation to allow for a momentum-dependent mass for the graviton:

$$\left( \mathcal{E} h \right)_{\mu\nu} + \frac{m^2(\Box L^2)}{2}(h_{\mu\nu} - \eta_{\mu\nu} h) = 8\pi G_N^{(0)} T_{\mu\nu},$$  (6.160)

here the object $(\mathcal{E} h)_{\mu\nu} = -\Box h_{\mu\nu}/2 + \ldots$ is the linearized Einstein tensor. As we saw in Section 6.3.2, we can restore the diffeormorphism gauge symmetry by introducing a Stuckelberg field $A_\mu$ [214], in the same way as (6.87):

$$h_{\mu\nu} = \hat{h}_{\mu\nu} + \partial_\nu A_\mu + \partial_\nu A_{A_\mu}.$$  (6.161)

This replacement makes $h_{\mu\nu}$ gauge-invariant under the transformations

$$\delta \xi \hat{h}_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu \quad \quad \delta \xi A_\mu = -\xi_\mu.$$  (6.162)

This parallels electromagnetism in a Higgs (superconducting) phase, where the photon is a gauge-invariant observable: $A_\mu = \hat{A}_\mu + \partial_\mu \phi$. 
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The idea is to integrate out $A_\mu$ by solving for it using its equation of motion and then substituting the result back into (6.160), giving us an equation for the helicity-2 modes $\hat{h}_{\mu\nu}$. We begin by substituting the decomposition (6.161) into (6.160) to obtain

$$(\mathcal{E}\hat{h})_{\mu\nu} + m^2(\Box L^2) \left( \hat{h}_{\mu\nu} - \eta_{\mu\nu}\hat{h} + \partial_\mu A_\nu + \partial_\nu A_\mu - 2\eta_{\mu\nu}\partial^\alpha A_\alpha \right) = 8\pi G_N^{(0)} T_{\mu\nu}.$$  

(6.163)

In order to isolate an equation for $A_\mu$, we take the divergence of this expression, leading to

$$\partial^\mu F_{\mu\nu} = -\partial^\mu \left( \hat{h}_{\mu\nu} - \eta_{\mu\nu}\hat{h} \right),$$  

(6.164)

where we have defined $F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu$. Taking another divergence yields the equation $\partial^\mu \partial^\nu \hat{h}_{\mu\nu} - \Box \hat{h} = 0$, hence $\hat{h}$ can be written as $\hat{h}_{\mu\nu} = \hat{h}_{\mu\nu} - \eta_{\mu\nu}\Pi_{\alpha\beta}\hat{h}_{\alpha\beta}/3$, where $\Pi_{\alpha\beta} = \eta_{\alpha\beta} - \partial_\alpha \partial_\beta/\Box$ is the transverse projector. This implies that $\hat{h}_{\mu\nu}$ carries two degrees of freedom. We now solve (6.164), for $A_\mu$:

$$A_\nu = -\frac{1}{\Box} \partial^\mu \left( \hat{h}_{\mu\nu} - \eta_{\mu\nu}\hat{h} \right) - \partial_\nu \Theta,$$  

(6.165)

where $\Theta$ is an arbitrary gauge function. By substituting (6.165) back into (6.163), and making an appropriate choice for $\Theta$, we find

$$\left( 1 - \frac{m^2(\Box L^2)}{\Box} \right) (\mathcal{E}\hat{h})_{\mu\nu} = 8\pi G_N^{(0)} T_{\mu\nu},$$  

(6.166)

which is indeed the linearized version of (6.157). So we see that, as advocated, (6.158) can be seen as the effective equation for the helicity-2 part $\hat{h}_{\mu\nu}$, which arises from integrating out the extra helicities of a massive spin-2 representation.

Therefore, we see that any theory that any theory which degravitates or filters out the cosmological constant must reduce to a theory of massive or resonance gravity in the weak field limit. Note that the implication only goes one way here: not all theory of massive or resonance gravity exhibit degravitation at the non-linear level.

We now explore how degravitation works at the linearized level. Take (6.160) with a vacuum energy contribution, $T_{\mu\nu} = -\Lambda \eta_{\mu\nu}$, and for simplicity we will consider the case where $m^2 \equiv \frac{1}{L^2}$ is constant:

$$(\mathcal{E}h)_{\mu\nu} + \frac{1}{2L^2}(h_{\mu\nu} - \eta_{\mu\nu}h) = -8\pi G_N^{(0)} \Lambda \eta_{\mu\nu}.$$  

(6.167)

In the absence of a mass term, the solution grows unbounded, $h_{ij} \sim \frac{\Lambda}{3}(t^2 \delta_{ij} + x_i x_j)$, which is just the weak-field version of de Sitter space. However, when we turn on the mass term the solution is just flat space

$$h_{\mu\nu} = \frac{\Lambda L^2}{3} \eta_{\mu\nu}.$$  

(6.168)

So we see that the gravitational backreaction of $\Lambda$ vanishes in the linearized theory of a massive spin-2 particle! The cosmological constant has been degravitated.
It is reasonable to ask: what forms are allowed for the mass $m^2(\Box L^2)$? One way to parameterize the function which turns out to be useful is in the power law form \[769, 770\]

$$m^2(\Box L^2) = L^{-2(1-\alpha)}(-\Box)^\alpha.$$  

(6.169)

Various phenomenological and theoretical considerations constrain the constant $\alpha$. In order for the modification to be relevant at large scales (in the infrared), we must have $\alpha < 1$, otherwise the mass term will be unimportant as $\Box \to 0$. Additionally, we want the graviton propagator to have a positive definite spectral density, $\rho(M^2) \geq 0$ in (6.159). If $\alpha < 0$, the left-hand side of (6.159) will vanish as $\Box \to 0$, which is impossible if $\rho$ is positive-definite. Therefore, we must have $\alpha \geq 0$. Finally, \[769\] argue that $\alpha < 1/2$ is necessary for degravitation to be effective in a certain decoupling limit of the theory. Putting these constraints together, the allowed range is

$$0 \leq \alpha < \frac{1}{2}.$$  

(6.170)

The lower bound corresponds to massive gravity, discussed earlier in this review. The range $\alpha > 0$ corresponds to having a continuum of massive graviton states. This can be realized explicitly in brane-induced gravity models, where the extra dimensions have infinite extent. The most-studied example is the DGP model \[495\], with one extra dimension. (For a review, see \[271\].) In the DGP model, the mass term takes the form $m^2(\Box L^2) = L^{-1}\sqrt{-\Box}$, which corresponds $\alpha = 1/2$ in our parametrization. Interestingly, this just falls outside the desired range (6.170). Indeed, the DGP model fails to exhibit degravitation—a large brane tension generates rapid Hubble expansion on the brane.

Degravitation has been shown to occur in the decoupling limit of dRGT massive gravity \[635\], which corresponds to $\alpha = 0$. Indeed, Minkowski space is a solution with an arbitrarily large cosmological constant. There is, however, a tension with phenomenology: through the Vainshtein mechanism, a large vacuum energy raises the strong coupling scale, which in turn leads to larger deviations from GR. Consistency with solar system tests puts an upper bound on the largest phenomenologically-acceptable value of $\Lambda$ that can be degravitated in this way, and unfortunately the answer is a measly meV$^4$. A similar restriction was found in the self-tuning theories of \[771–773\].

Another avenue for degravitation is to consider extensions of the DGP model to higher co-dimension. In $D = 6$ bulk space-time dimensions, for instance, a co-dimension 2 brane, like a cosmic string, should create a deficit angle in the extra dimensions while remaining flat. For $D > 6$, it has been argued that a brane with tension should inflate, but with a Hubble rate that is inversely proportional to the brane tension \[767\].

In terms of the $\alpha$ parametrization, $D \geq 6$ brane-induced gravity theories all correspond to $\alpha \approx 0$ in the far infrared \[774\]. To see this, first note that the gravitational potential on the brane must scale as $1/r^{D-3}$ at large distances, consistent with $D$-dimensional gravity. Expanding in terms of massive states,

$$\Phi(r) = \int_0^\infty dM^2 \rho(M^2) e^{-Mr} \sim \frac{1}{r^{D-3}},$$  

(6.171)
the spectral density must satisfy \( \rho(M^2) \sim M^{D-6} \) as \( M \to 0 \). Therefore, we see that in the small momentum limit \( (\Box \to 0) \),

\[
\lim_{\Box \to 0} \left[ \frac{1}{\Box - m^2(\Box L^2)} \right] \sim \int_0 \frac{dM^2 M^{D-6}}{M^2}.
\]  

(6.172)

This integral is convergent for \( D > 6 \). Therefore, in the infrared all such theories correspond to \( \alpha = 0 \). In \( D = 6 \), the integral is diverges logarithmically, corresponding to \( m^2(\Box L^2) \sim \log \Box \).

The simplest extension of the DGP model—a 3-brane embedded in a \( D \)-dimensional bulk spacetime—had long been thought to be plagued by ghost instabilities [775, 776]. This conclusion was based on the tensorial structure of the graviton exchange amplitude. Recently, a careful Hamiltonian analysis has revealed that the would-be ghost is in fact constrained, and therefore non-propagating [777]. Much remains to be understood about the theoretical underpinnings of these higher-dimensional scenarios, but these recent developments open the door to new phenomenological investigations of these theories. As a first step in this direction, the cosmology of the \( D = 6 \) model is currently under investigation [778].

Another generalization of the DGP scenario to higher dimensions is cascading gravity [774, 779–781]. In this construction, our 3-brane is embedded within a succession of higher-dimensional branes, each with their own induced gravity term. In this simplest codimension-2 case, for instance, the 3-brane is embedded in a 4-brane within a flat 6D bulk. As a result, the gravitational force law “cascades” from 4\( D \) (1/\( r^2 \)) to 5\( D \) (1/\( r^3 \)) to 6\( D \) (1/\( r^4 \)), as we probe larger distances on the 3-brane. A similar cascading behavior of the force law was also obtained recently in a different codimension-two framework [782]. Closely related work on intersecting branes was discussed in [783–785] with somewhat different motivations. See [780, 786, 787] for studies of degravitation in the cascading framework, and [788] for self-accelerated solutions in this context.

### 6.4 Horndeski theory

In Section 6.3 we considered one way of coupling galileon theories to gravity—having them appear as the helicity-0 component of a massive graviton. This is in a sense, a type of “covariantization” of galileon theories. However, there is of course another sense in which galileons can be covariantized: the usual way of promoting the background metric to be dynamical. This leads to a line of development orthogonal to that of massive gravity, but no less interesting.

Covariantizing the galileon Lagrangians (6.58), turns out to be rather subtle; the natural thing to do is to promote the background Minkowski metric to be a dynamical field and to promote partial derivatives to covariant derivatives

\[
\eta_{\mu\nu} \mapsto g_{\mu\nu} ; \quad \partial_{\mu} \mapsto \nabla_{\mu}.
\]

(6.173)

For the terms \( L_1 - L_3 \), this works fine. However, it turns out that the equations of motion following from the covariantized versions of \( L_4 \) and \( L_5 \) in (6.58) involve third derivatives of both the metric...
and the field, indicating that the coupled theory of galileons minimally coupled to gravity propagates a ghost [554]. This problem can be removed, by introducing non-minimal couplings as [554]

\[
L_1 = \phi , \\
L_2 = \frac{1}{2} (\nabla \phi)^2 , \\
L_3 = \frac{1}{2} \Box \phi (\nabla \phi)^2 , \\
L_4 = \frac{1}{4} (\nabla \phi)^2 \left[ (\Box \phi)^2 - (\nabla_\mu \nabla_\nu \phi)^2 - \frac{1}{4} (\nabla \phi)^2 R \right] , \\
L_5 = \frac{1}{3} (\nabla \phi)^2 \left[ (\Box \phi)^3 + 2(\nabla_\mu \nabla_\nu \phi)^3 - 3 \Box \phi (\nabla_\mu \nabla_\nu \phi)^2 - 6 G_{\nu \rho} \nabla_\mu \phi \nabla^\mu \phi \nabla^\nu \phi \nabla^\rho \phi \right],
\]

(6.174)

where \(R\) and \(G_{\mu \nu}\) are the Ricci scalar and Einstein tensor corresponding to the metric \(g_{\mu \nu}\), respectively. There are two things to note about these terms: the first is that they break the global galilean symmetry \(\delta \phi = b_\mu x^\mu\). Essentially this is because the Lagrangians used to shift by a total derivative under this symmetry, but in the presence of a dynamical background metric, the variations are no longer total derivatives. Second, these are not the unique choices of non-minimal terms which lead to second-order equations of motion, because we can always commute covariant derivatives to induce more non-minimal couplings.\(^{50}\)

In light of these two facts, we are motivated to ask the following question: what is the most general Lagrangian which couples a scalar field to gravity non-minimally, and which has second-order equations of motion? This question precisely was asked and answered in [555], inspired exactly by this interest in covariantizing the galileon theory, and the resulting theory was referred to as that of generalized galileons, having the Lagrangian

\[
L_{\text{gen.gal.}} = K(\phi, X) - G_3(\phi, X) \Box \phi + G_4(\phi, X) R + G_{4,X}(\phi, X) \left[ (\Box \phi)^2 - (\nabla_\mu \nabla_\nu \phi)^2 \right] \\
+ G_5(\phi, X) G_{\mu \nu} \nabla^\mu \nabla^\nu \phi - \frac{1}{6} G_{5,X}(\phi, X) \left[ (\Box \phi)^3 - 3(\Box \phi) (\nabla_\mu \nabla_\nu \phi)^2 + 2 \nabla^\mu \nabla^\alpha \phi \nabla^\alpha \phi \nabla^\beta \phi \nabla^\mu \phi \right],
\]

(6.175)

where \(K, G_3, G_4, G_5\) are arbitrary functions of \(\phi\) and \(X\), where \(X = -\frac{1}{2} (\nabla \phi)^2\).

It turns out that the answer to this question was known much earlier, but had gone mostly overlooked in the literature (but was resurrected in [771]). In 1974, Horndeski [789] wrote down the most general scalar-tensor Lagrangian which has second order equations of motion. It was pointed out in [790] that the generalized galileons and Horndeski’s theory are equivalent (see [790] for a dictionary translating between the two languages). The Horndeski theory involves 4 free functions

\(^{50}\)One unambiguous way to choose a set of non-minimal couplings which preserve second-order equations of motion (but still break the galileon symmetry) is through the brane construction of [484].
of the field and its kinetic term, and can be written as (in the notation of [790])

\[
L_{\text{Horndeski}} = 3! \delta^{[\alpha \beta \gamma \delta]}_{\mu \nu \rho \sigma} \left[ \kappa_1 (\phi, X) \nabla^\mu \nabla_\alpha \phi R^{\gamma \rho}_{\beta \sigma} + \frac{2}{3} \kappa_{1,X} (\phi, X) \nabla^\mu \nabla_\alpha \phi \nabla^\nu \nabla_\beta \phi \nabla^\sigma \nabla_\gamma \phi \\
+ \kappa_3 (\phi, X) \nabla_\alpha \phi \nabla^\mu \phi R^{\rho}_{\gamma \beta} + 2 \kappa_{3,X} (\phi, X) \nabla_\alpha \phi \nabla^\mu \phi \nabla^\nu \nabla_\beta \phi \nabla^\sigma \nabla_\gamma \phi \right] \\
+ 2! \delta^{[\alpha \beta \gamma]}_{\mu \nu \rho} \left[ (F (\phi, X) + 2W (\phi)) R^{\mu \nu}_{\alpha \beta} + 2F_X (\phi, X) \nabla^\mu \nabla_\alpha \phi \nabla^\nu \nabla_\beta \phi \\
+ 2 \kappa_8 (\phi, X) \nabla_\alpha \phi \nabla^\mu \phi \nabla^\nu \nabla_\beta \phi \right] \\
- 6 \left( F_{,\phi} (\phi, X) + 2W_{,\phi} (\phi) - X \kappa_8 (\phi, X) \right) \Box \phi + \kappa_9 (\phi, X) ,
\]

(6.176)

where \( X \equiv -\frac{1}{2} (\nabla \phi)^2 \). This Lagrangian contains four completely free functions of \( \phi \) and \( X \), \( \kappa_1, \kappa_3, \kappa_8, \kappa_9 \), one constrained function, \( F (\phi, X) \), which must satisfy

\[
F_{,X} = 2 (\kappa_3 + 2X \kappa_{3,X} - \kappa_{1,\phi}) ,
\]

(6.177)

and one function of only \( \phi \), \( W (\phi) \), which may be absorbed by redefining \( F \) [790]. Therefore, we see that in both forms, the theory is described by 4 arbitrary functions.

This theory has been constructed to have second-order equations of motion, but beyond that there are no symmetry properties which restrict the arbitrary functions. However, it is possible to place restrictions on these terms from their phenomenology. A basic phenomenological requirement is that the fifth force mediated by \( \phi \) be screened from solar system tests [791, 792]. In [771–773], the functional form of the Horndeski theory was restricted by demanding that the resulting theory be self-tuning;\(^{51}\) that is, that the resulting theory admit Minkowski space as a solution in the presence of an arbitrary cosmological constant, as a means to address the old CC problem. The result is a Lagrangian theory of the “Fab Four”:

\[
\begin{align*}
L_{\text{John}} &= V_{\text{John}} (\phi) G^{\mu \nu} \nabla_\mu \phi \nabla_\nu \phi \\
L_{\text{Paul}} &= -\frac{1}{4} V_{\text{Paul}} (\phi) \epsilon^{\mu \nu \lambda \sigma} \epsilon^{\alpha \beta \gamma \delta} R_{\lambda \sigma \gamma \delta} \nabla_\mu \phi \nabla_\alpha \phi \nabla_\nu \phi \nabla_\beta \phi \\
L_{\text{George}} &= V_{\text{George}} (\phi) R \\
L_{\text{Ringo}} &= V_{\text{Ringo}} (\phi) \left( R_{\mu \nu \alpha \beta} R^{\mu \nu \alpha \beta} - 4 R_{\mu \nu} R^{\mu \nu} + R^2 \right).
\end{align*}
\]

(6.178)

Note that this theory evades Weinberg’s no-go theorem about self tuning (reviewed in Appendix A) by allowing for the profile of the field \( \phi \) to be time-dependent. However, in order for such a theory to be observationally viable, it must employ the Vainshtein mechanism within the solar system to evade fifth force constrains, and recently it has been argued that the need for solar system screening and weak-coupling constrain the cosmological impact of the Fab Four [796].

\(^{51}\)For related work on the cosmology of this theory, see [793–795].
Horndeski’s theory has been extensively studied, for overviews see [260, 797]. It has been used to construct general theories of inflation [790, 798–804] and cosmic acceleration [232, 237, 805–810]. Additionally black holes have been studied in this theory in [811–817], and it has been generalized to describe multiple fields non-minimally coupled to gravity [818–820].

Finally, note that expanding Horndeski’s theory about a cosmological FLRW solution neatly leads to a type of EFT of dark energy, similar to the theories discussed in [230–238]. Additionally, the fact that expanding the general Horndeski theory about a cosmological background in the quasi-static regime requires two functions of time and scale to describe perturbations connects to the parameterized post-Friedmann approach to modified gravity, which we discuss briefly in Sections 10.1.3 and 10.2.4.
Part III

Experimental tests

We overview experimental tests of gravity on a wide range of scales. We begin with a short summary of the discovery of the accelerating universe and current constraints on its expansion history.

7 The accelerating universe

The discovery of the accelerating universe was made by observing distant type Ia supernovae [1, 3], and this remains an important probe of cosmic acceleration [2, 4–12]. Type Ia supernovae are useful because they can be used as standard candles: this type of supernova occurs when a white dwarf star reaches the Chandrasekhar mass limit and explodes [821, 822]. By studying the observed brightness of this explosion vs. time (the so-called lightcurve), it is possible to calibrate the intrinsic luminosity of the supernova to better than 10% [823–826]. We then have an object of known absolute brightness, by measuring its apparent brightness we can infer its distance.

For a given object with an intrinsic luminosity, \( L \), the further away it is, the dimmer it appears because the observed flux scales with the distance to the object as \( \sim r^{-2} \). In fact, this observation can be used to define the luminosity distance to an object

\[
d_L = \sqrt{\frac{L}{4\pi F}} ,
\]

(7.1)

where \( L \) is the object’s intrinsic luminosity and \( F \) is the measured flux. Oftentimes it is useful to express things in terms of redshift

\[
z \equiv \frac{a_0}{a} - 1 = \frac{\lambda_{\text{meas.}}}{\lambda_{\text{emit.}}} ,
\]

(7.2)

which measures by how much the wavelength of light is stretched due to the expansion of the universe between when it was emitted and when it is observed here on Earth. Using this, we can rewrite the luminosity distance as (see, for example [827])

\[
d_L(z) = (1 + z) \int_0^z \frac{dz'}{H(z')} .
\]

(7.3)

We assume spatial flatness here and in the rest of the following sections. The expression above can be expanded about \( z = 0 \) to obtain

\[
H_0d_L(z) \simeq z + \frac{1}{2}(1 - q_0)z^2 + \ldots ;
\]

(7.4)

where we have defined the deceleration parameter \( q \equiv -\ddot{a}/(aH^2) \). Using measurements of the luminosity distance of standard candles at various redshifts, we can constrain the parameter \( q_0 \). Often the constraints on \( q_0 \) are expressed in the \((\Omega_m, \Omega_\Lambda)\) plane; by combining the Friedmann
equations and assuming that the universe is composed only of matter and $\Lambda$, we can obtain the relation

$$q_0 = \frac{1}{2}\Omega_m - \Omega_\Lambda.$$  \hfill (7.5)

In Figure 12, we reproduce the constraints on $\Omega_m$ and $\Omega_\Lambda$ from the Supernova Cosmology Project [11]. Joint constraints between CMB, BAO and supernova data indicate

$$\Omega_\Lambda \sim 0.7,$$  \hfill (7.6)

which implies a value for the cosmological constant of $\Lambda \sim M_{Pl}^2 H_0^2 \sim (10^{-3} \text{eV})^4$.

Rather than assuming a $\Lambda$CDM cosmology, we can attempt to fit the data with a perfect fluid component with arbitrary equation of state, $w$. In this way, we obtain a constraint in the $(\Omega_m, w)$ plane, and find that $w$ must be rather close to $-1$ at the present day. These constraints are also reproduced in Figure 12. Indeed, in the last decade the basic parameters of the accelerating universe are well measured even without using supernova data—providing a powerful consistency check. The two other powerful methods that have been used to measure the geometry of the universe are: the cosmic microwave background (CMB) [13–22] and the Baryonic Acoustic Oscillation (BAO) feature in the galaxy power spectrum [23–30]. In fact, since measurement of $q_0$ only constrains the linear combination $\frac{1}{2}\Omega_m - \Omega_\Lambda$, these measurements are a very powerful tool in breaking the degeneracy between these two parameters.
The CMB measurements constrain the total energy density in the universe, \( \Omega_{\text{tot}} = \Omega_m + \Omega_\Lambda + \Omega_\kappa \). We expect that CMB anisotropies will peak at the Hubble scale at last scattering \( R \sim H_{\text{cmb}}^{-1} \) [32, 828, 829]. This gives us a feature of known size, or a standard ruler on the sky, by measuring its angular size we can infer the angular diameter distance \( d_A \equiv d_L/(1+z)^2 \), where \( d_L \) is given by (7.1), at the redshift of last scattering \( z \approx 1100 \). For a flat universe, the characteristic domain subtends approximately \( \sim 1^\circ \) on the sky (corresponding to \( \ell \sim 200 \) in terms of spherical harmonics). In a positively curved (closed) universe, the feature will appear smaller on the sky and in a negatively curved (open) universe, it will subtend a larger angle [830]. Measurements of the CMB have been used to constrain the combination \( \Omega_m + \Omega_\Lambda \) to be unity with percent level precision. This gives a constraint on a linear combination of these two parameters orthogonal to that coming from SN Ia measurements.

The BAO measurement typically constrains the angular diameter distance at redshifts of about unity (and more recently up to \( z \approx 3 \)). Thus, a combination of the distance-redshift relation measured at different redshifts using BAO, CMB and SN distances can probe the evolution of dark energy. See [265] for a review.

In the modified gravity context, the constraints from geometric methods can be translated into constraints on the distance-redshift relation, without assumptions about dark energy. They can then be compared directly with the predictions of modified gravity theories. Several other cosmological probes test dark energy and gravity using a combination of geometry and growth: galaxy clusters, gravitational lensing and the clustering of galaxies in redshift space. These are discussed below in Section 10.

8 Laboratory and solar system tests

Solar system measurements have a venerable history as tests of gravity. They strongly constrain the presence of additional light degrees of freedom, necessitating screening mechanisms to render them immune to such tests. In this section we summarize the current status of both solar system and laboratory tests. Tests of gravity have evolved as a search for deviations from the predictions of GR. Therefore, local tests may be separated broadly into general tests of the equivalence principle and inverse square law of gravity, or as measurements of the Parameterized Post-Newtonian (PPN) parameters.

An important ingredient of Einstein gravity is the weak equivalence principle (WEP), which states that the trajectories of freely falling test bodies are independent of internal structure and composition. The WEP is not unique to GR—any theory whose matter fields couple to a unique metric tensor (e.g., Brans–Dicke theory [831]) satisfies the WEP, independent of the field equations governing this metric.\(^{52}\) For a review of the various formulations of the equivalence principle and tests, see [182, 183, 832].

\(^{52}\)Scalar-tensor theories, including Brans–Dicke, violate the Strong Equivalence Principle (SEP), which is satisfied in GR and states that gravitational self-energy contributions also do not cause test bodies to fall at different rates.
To test for small deviations from GR in the solar system, it is useful to employ the PPN framework. This allows us to cast a general metric theory of gravity as a deviation from a Minkowski (or Schwarzschild) background metric and to use local measurements to put constraints on the coefficients which appear.

The early experimental predictions of GR were the anomalous perihelion precession of Mercury and the gravitational deflection of light by the sun, both of which were spectacularly confirmed. In the middle of the 20th century a number of additional weak-field tests of gravity were conducted, including the measurement of gravitational redshift (predicted originally by Einstein), measurement of Shapiro time delay [833], and the radiation of gravitational waves by orbiting binaries, which was found to be in excellent agreement with the decrease in the orbital period of the Hulse–Taylor pulsar [834]. Together, these probes test gravity exceptionally well in the weak-field regime, and no deviation from Einstein gravity has been discerned.

8.1 Tests of the Equivalence Principle and force law

The weak Equivalence Principle can be tested by measuring the fractional difference in the acceleration of freely falling bodies of different composition. This difference is parameterized by the so-called $\eta$ parameter, and experiments which measure it are often referred to as Eötvos-type experiments. The best limit on $\eta$ comes from torsion balance experiments at the University of Washington (Eötv-Wash), which give $\eta < 2 \times 10^{-13}$ [835, 836].

Another test comes from the fact that alternative theories of gravity do not have to satisfy the strong equivalence principle, which is satisfied by GR. The SEP says that extended objects follow the same trajectories as test masses in a uniform gravitational field. Another way of saying this is that the SEP states that gravitational and inertial masses are the same, even accounting for gravitational self-energy contributions. The SEP is violated in all of the modified gravity theories we consider here. Violations of the SEP result in the Nordtvedt effect [837]—a difference in the free-fall acceleration of the Earth and the Moon towards the Sun—which is detectable by Lunar Laser Ranging (LLR). Searches for the Nordtvedt effect in LLR data constrain deviations of PPN parameters from their GR values at the $10^{-4}$ level [839, 840].

Even in cases where the WEP is satisfied, modifications of gravity are constrained by tests of the gravitational inverse-square law [841]. These can also be thought of as tests of the existence of a fifth force. As a simple example, consider a scalar field of mass $m$, which mediates a force over a characteristic distance $\lambda$ and which has coupling strength $\alpha$ to normal matter. The Yukawa potential corresponding to this situation is

$$\psi = -\alpha \frac{G_N M}{r} e^{-r/\lambda}.$$  \hspace{1cm} (8.1)

The Earth and Moon have different compositions, so one must be concerned about fluke cancellations between WEP and SEP violations. To disentangle these effects, laboratory tests of the WEP have been carried out using tests masses with Earth-like and Moon-like compositions [838].
Experimental tests can then be viewed as providing limits on $\lambda$ and $\alpha$ [296, 425, 842]. For a gravitational-strength coupling ($\alpha \sim O(1)$), there is no evidence of a fifth force down to a distance of $\lambda = 56 \mu m$ [425]. For other searches for deviations from the inverse square law, see [843–850] and for a review of these types of experiments, see [851]

### 8.2 Post-Newtonian tests

Solar system tests of gravity are conveniently cast in the language of the Parameterized Post-Newtonian (PPN) formalism [852–854]. The PPN expansion can be applied to metric theories of gravity in regimes where potentials and velocities are small: $\Psi, v^2/c^2 \sim \epsilon^2 \ll 1$. In this regime, the metric can be written as a perturbation about the Minkowski metric (or, the FLRW metric for an expanding universe). The metric is then expanded up to second order in the potentials, with coefficients that are allowed to deviate from their GR values, in order to accommodate modified gravity theories.

Two commonly used PPN parameters are the so-called $\gamma$ and $\beta$ parameters, which are defined via the metric

$$ds^2 = -(1 + 2\Psi - 2\beta\Psi^2) \, dt^2 + (1 - 2\gamma\Psi) \, d\vec{x}^2 ,$$

where the potential $\Psi = -G_NM/r$ for the Schwarzschild metric. The parameter $\gamma$ describes the space-time curvature induced by a unit mass and the $\beta$ parameter describes the nonlinearity of the superposition law of gravity. A similar approach can be employed for the FLRW metric and an arbitrary (small) potential.

In general, for matter described by a fluid, and allowing for generic Poisson-like potentials, the PPN formalism requires ten parameters [182, 183]. Note that the PPN parameters are constant and therefore do not accommodate Yukawa-like modifications with finite $\lambda$. For astrophysical tests we will employ a similar expansion of the metric but allow effective parameters that may have scale and time dependence.

The Brans–Dicke theory has identical PPN parameter values to GR, except for

$$\gamma_{BD} = \frac{1 + \omega_{BD}}{2 + \omega_{BD}} .$$

This parameter $\gamma$ ends up being the most relevant PPN parameter for the theories of interest, and therefore we focus on it for the rest of our discussion.

The tightest constraint on $\gamma$ comes from time-delay measurements in the solar system, specifically from radio waves emitted by the Cassini spacecraft, which gives $\gamma - 1 = (2.1 \pm 2.3) \times 10^{-5}$ [855]. Light deflection measurements, meanwhile, constrain $\gamma$ at the $10^{-4}$ level [856]. The $\gamma$ parameter can also be tested by measuring the perihelion shift of Mercury’s orbit, which sets a weaker limit of $10^{-3}$ [857]. The PPN nonlinearity parameter $\beta$ is also constrained to be unity at the $10^{-4}$ level.

All the PPN parameters are constrained by local tests to not deviate from their GR values at the sub-percent level; see Table 4 in [183]. If modified gravity were characterized only by such
scale-independent parameters, we would have no motivation to seek either theoretical descriptions or experimental tests of order unity deviations. However, the inherent nonlinearity of screening mechanisms naturally implies scale-dependent deviations from GR (e.g., via the density, potential, or local curvature near macroscopic bodies). This motivates us to search for deviations from Einstein gravity on all scales.

We now discuss how solar system and laboratory tests translate into specific constraints on the Chameleon and Vainshtein-screened theories.

### 8.3 Laboratory and solar system tests of chameleon theories

Solar system tests and laboratory tests are useful for some classes of chameleon theories. As a concrete example, consider the chameleon potential

\[ V(\phi) = \text{const.} + |\phi|^n. \]  

In the range \( n \lesssim -1/2 \) or \( n > 2 \), the strongest constraints come from laboratory experiments. This is because torsion pendulum experiments \cite{296} require the chameleon field to have a Compton wavelength less than a millimeter at laboratory densities \( \sim 1 \text{ g/cm}^3 \). In this situation each planet in the solar system would have a thin shell even in isolation. This reduces the effective chameleon coupling by many orders of magnitude, so that no effects could be discernible by local probes. As an example, the Earth’s coupling is reduced by a factor of \( \sim (1\text{mm}/6400 \text{ km})^2 \sim 10^{-20} \), and similarly for the other planets. This causes solar system measurements to be weaker than other constraints \cite{858}.

In the regime \(-1/2 \lesssim n < 1\), however, screening requires a large gravitational potential well. In order for the sun to be screened (as it must be from tests of Kepler’s Laws), the chameleon self-screening parameter must be smaller than the Sun’s gravitational potential, \( \Psi \approx 2 \times 10^{-6} \). However, the solar system is not isolated, it sits inside the Galaxy, which itself has a potential well of magnitude \( \Psi \approx 10^{-6} \), which in turn sits inside the Local Group and the Virgo Supercluster. Taken together, the added screening effects from the environment likely weakens solar system constraints by a factor of a few \cite{322}. These constraints are an order of magnitude weaker for these models than constraints coming from Cepheid variables and dwarf galaxies \cite{859, 860}.

The idea that the manifestation of a fifth force is sensitive to the environment has spurred a lot of activity in laboratory tests. As mentioned above, gravitational-strength fifth forces are most strongly constrained by torsion pendulum experiments in the laboratory. In more strongly coupled models, where screening is more powerful, it is possible to use cold neutron systems as a probe: the presence of the chameleon field both alters the energy levels of neutrons bouncing in the Earth’s gravitational field \cite{861–863} and can alter the phase of neutrons in interferometry \cite{864}. Intermediate between these two regimes, Casimir force experiments cant be used to probe chameleons of moderate coupling \cite{865}. Laboratory experiments also provide strong constraints on certain types of interactions between dark energy and the Standard Model. Dark energy models which couple
directly to electromagnetism can be produced and trapped in afterglow experiments, or produced in the Sun and detected in magnetic helioscopes.

Some of the laboratory experimental efforts aimed at searching for chameleon signatures can be summarized as:

- The Eötvös experiment, which searches for deviations from the inverse-square-law at distances $\gtrsim 50 \mu$m. Based on theoretical predictions [866], the Eötvös group was able to constrain part of the chameleon parameter space [296].

- If a scalar field couples via $e^{\beta \gamma \phi} F_{\mu \nu} F^{\mu \nu}$ to electromagnetism, then photons traveling in a magnetic field will undergo oscillations between photons and the field $\phi$. The CHameleon Afterglow SEarch (CHASE) experiment [867–872] has looked for an afterglow from trapped chameleons converting into photons. For a discussion of quantum corrections to chameleon dynamics in these setups, see [873]. Similarly, the Axion Dark Matter eXperiment (ADMX) resonant microwave cavity was used recently to search for chameleons [874]. Photon-chameleon mixing can also occur deep inside the Sun [875] and affect the spectrum of distant astrophysical objects [876].

- Through a nice analogy between chameleon screening and electrostatics [297, 298], it was realized that the scalar field would experience an enhancement near the tip of pointy objects (a “lightning rod” effect), and an experiment has been proposed to exploit this enhancement [297].

In addition to these specific tests, there are also possible collider signatures [877, 878]. And although we have focused on chameleon searches here, there are also related laboratory signatures of symmetrons [879]. Finally, the most striking signature of chameleons can be found by testing gravity in space. The screening condition $\phi_{\text{amb}} - \phi_{\text{obj}} / 6 \xi M_{\text{Pl}} \Phi \lesssim 1$ manifestly depends on the ambient density, so objects that are screened in the laboratory may be unscreened in space. This leads to striking predictions for future satellite tests of gravity, such as the planned MicroSCOPE mission\(^54\) and STE-QUEST.\(^55\) In particular, chameleons can result in violations of the (weak) Equivalence Principle in orbit with $\eta \equiv \Delta a/a \gg 10^{-13}$, which would be in blatant conflict with laboratory constraints. Additionally, in space chameleons can mediate a gravitational-strength force, which would appear as $O(1)$ deviations from the value of $G_N$ measured on Earth.

8.4 Laboratory and solar system tests of galileon/Vainshtein theories

Similar to the case of chameleons, theories which exhibit the Vainshtein mechanism are constrained by solar system and laboratory tests. For concreteness, we focus on the cubic galileon theory

$$\mathcal{L} = -3(\partial \phi)^2 - \frac{1}{\Lambda^3} \Box \phi (\partial \phi)^2 + \frac{g}{M_{\text{Pl}}} \phi T. \quad (8.5)$$

The strongest solar system constraints on the cubic galileon come from Lunar Laser Ranging

\(^54\)http://microscope.onera.fr/

\(^55\)http://sci.esa.int/ste-quest/
LLR observations, since 30 years’ worth of data allows LLR monitoring to constrain the Moon’s orbit to $\lesssim$ cm accuracy. (For a review, see [880].)

Deep inside the Vainshtein radius, the galileon-mediated force given by (6.45), is strongly suppressed, but nevertheless gives a small correction to the Newtonian potential:

$$\frac{\delta \Phi}{\Phi} \simeq \frac{g^2}{2} \left( \frac{r}{r_V} \right)^{3/2},$$

where—as a reminder—we have defined the Vainshtein radius: $r_V = \frac{1}{\kappa} (gM/M_{Pl})^{1/3} = (4\pi gr_{Sch}L^2)^{1/3}$, where $r_{Sch} = M/(4\pi M_{Pl}^2)$ is the Schwarzchild radius of the object and $L = (\Lambda^3/M_{Pl})^{1/2}$.

The current constraint from LLR observations is [881]

$$\frac{\delta \Phi}{\Phi} \lesssim 2.4 \times 10^{-11}.$$

Substituting $r_{Sch} = 0.886$ cm for the Earth, and $r = 3.84 \times 10^{10}$ cm for the Earth-Moon distance, the LLR constraint translates to a bound on $L$ [769, 882–884]:

$$L \gtrsim \frac{H_0^{-1}}{20 g^{3/2}} \simeq 150 g^{-3/2} \text{ Mpc},$$

where $H_0^{-1} \simeq 10^{28}$ cm $\simeq 3000$ Mpc is the Hubble radius. This bound is expected to be improved by a factor of 10 by the Apache Point Observatory Lunar Laser-ranging Operation (APOLLO) [881]. For $g \sim 1$ this would push $L$ to values larger than $H_0^{-1}$.

It is also possible to probe Vainshtein-screened systems using planetary orbits. In the context of DGP it can be shown [882, 883, 885] that the cubic galileon leads to an angular precession in a planetary orbit of $3c/(8r_c) = 25(1 \text{ Gpc}/r_c) \mu\text{as/yr}$, independent of the mass and orbital radius of the planet. This yields slightly weaker constraints on $L$ (in the context of the DGP model) than those coming from LLR [885]. For more on the effect of Vainshtein-suppressed fifth forces in the solar system, see [582, 886]

Similar to the chameleon, there exist laboratory tests of models which hide themselves via Vainshtein screening, albeit fewer of them. For a nice review of laboratory tests of galileons (and also solar system tests), see [887]. Of particular interest are Casimir force experiments, where the galileon would mediate a fifth force between two parallel plates. In the limit of two infinite perfectly flat and parallel plates, the galileon profile depends only on the direction transverse to the plates $\phi = \phi(z)$. In this situation, all of the higher galileon interactions vanish (in this limit, they are total derivatives) and the theory is described by a free scalar field, which would mediate an un-screened force [887]. However, this exact geometric cancellation is extremely difficult to produce in a laboratory setting, and there is no sense in which one can be “close” to this planar limit. In practice, Casimir force experiments are done by measuring the force between a plate and a sphere. Taking these effects into account weakens the constraints on the galileons coming from these experiments. Another constraint on galileon theories comes from measurements of variations
of Newton’s constant. In [888], it was shown that shift-symmetric scalar-tensor theories with a non-minimal coupling between the scalar and matter are strongly constrained by measurements of the (lack of) variation of $G_N$.

9 Astrophysical tests in the nearby universe

Screening mechanisms typically use some measure of the mass distribution of halos—for example the density or Newtonian potential—to recover General Relativity deep inside the Milky Way. However, it is still possible that smaller halos, the outer regions of halos, or even some components of the mass distribution, could experience enhanced forces. For a given mass distribution, unscreened halos would consequently have both higher internal velocities and higher center of mass velocity compared to the expectations coming from GR. This can produce deviations on the order of of $\sim 10$-100% from GR, with distinct different mechanisms giving disparate predictions for both the size of the effect and the details of the manner in which transition to GR occurs. Observable effects can be larger on halo scales than in the linear regime or at high redshift. Since modified gravity models must recover Einstein gravity at high redshift to be consistent with CMB and Big Bang Nucleosynthesis observations, the effects of enhanced forces manifest primarily at late times. This favors tests in the nearby universe that rely on objects with short dynamical times. Thus tests in nearby stars and galaxies offer a complementary probe of gravity theories. (See below for a detailed description of cosmological tests.) The account of astrophysical tests in this section follows in part the summary presented in the Snowmass 2013 report [889].

In this section we will treat chameleon, symmetron and environmentally dependent dilaton screening mechanisms as a single category, since their qualitative observational signatures are similar. The second category contains kinetic screening and Vainshtein theories, whose signatures are distinct from chameleon-type theories. The tests we describe below will contain two fundamental parameters of the theories: the coupling of the fifth force to matter, and the range of interaction of the fifth force.

The way that screening works in scalar-tensor gravity theories implies that on small scales the fifth force impacts some tracers and not others. Galaxies themselves can have enhanced motions, as discussed below, in tests involving lensing and dynamical masses. Additionally, the components of galaxies—things like stars, gas, neutron stars and black holes—can respond differently to the fifth force because they can have different levels of screening. Consequently, different components can acquire different velocities or be displaced in their spatial distribution, resulting in a variety of observable phenomena.

In chameleon theories, galaxies in low-density environments may be unscreened because Newtonian potential, $\Psi_N$, which is the quantity that determines the level of screening, can be smaller than in the Milky Way. Thus, dwarf galaxies can exhibit effects of modified or additional forces in both their infall motions and in their internal dynamics. For Vainshtein-screened theories, the velocities of galaxies and other tracers of gravity can be enhanced (and can be compared to lensing
results) and it is possible for compact objects to separate from stars and gas. Order of magnitude estimates for these observable effects have been constructed for \(f(R)\) and galileon/DGP theories. We will first describe the physical effects on stars and galaxies and then describe observational constraints and prospects.

9.1 Stellar evolution in chameleon theories

Stars which reside within unscreened galaxies may exhibit effects of modified gravity. In [890] and [891] the effects on giant and main sequence stars, respectively, are described in chameleon-screened theories: in short, the enhanced gravitational force makes stars of a given mass brighter and hotter than they would be in GR. Also, since they consume their fuel at a faster rate, they are also more ephemeral.

For the Sun, the surface potential is \(\Psi_N \approx 2 \times 10^{-6}\); coincidentally, the potential of the Milky Way is quite close to this value. This is believed to be sufficient to screen the galaxy, so that all solar system tests of gravity are satisfied. Therefore, main sequence stars of roughly a solar mass are likely to be either partially or completely screened. The surface potential varies slowly along the main sequence, so large deviations are not expected even at other masses. However, red giants may be an exception: they are at least ten times larger in size than the main sequence star from which they originated, so their surface potential may be estimated to be \(\Psi_N \sim 10^{-7}\)—so it is possible that their envelopes are unscreened.

To understand the impact of enhanced forces on stellar evolution, let us denote by \(\alpha_c\) the coupling parameter setting the strength of the fifth force in unscreened regions. An object which is completely unscreened will feel a fifth force which can be described simply by a rescaling of \(G_N\)

\[
G_N \longrightarrow G_N(1 + \alpha_c). \tag{9.1}
\]

For objects that are partially screened, the total force in the region exterior to the screening radius can be described by a position dependent rescaling of G:

\[
G_N(r) = G_N \left[ 1 + \alpha_c \left( 1 - \frac{M(r_s)}{M(r)} \right) \right] \tag{9.2}
\]

where \(M(r)\) is the mass interior to a shell of radius \(r\) and \(r_s\) is the effective screening radius.

The structure of a spherically symmetric star is obtained by solving the equations of stellar structure that at a given radius \(r\) relate \(M(r)\) to \(P(r)\), \(\rho(r)\) and \(T(r)\)—respectively the pressure, density and temperature. As noted by [890] and [891], modifications to the gravitational physics are entirely contained in the equation of hydrostatic equilibrium:

\[
\frac{dP}{dr} = -\frac{G_N(r)\rho(r)M(r)}{r^2}, \tag{9.3}
\]

which represents the condition for the outward pressure to balance the (now enhanced) inward gravitational pull and yield a static solution. Note that the modification is expressed purely as a
change in Newton’s constant, $G_N$, which becomes dependent on $r$ if the star is partially screened according to equation (9.2). The other three equations—the continuity, radiative transfer and energy generation equations—are all unaffected by this change in $G_N$. The result of this is that unscreened stars of a given mass are more compact, burn brighter, and have a higher effective temperature than screened stars of identical mass and chemical composition. They also have a shorter main sequence lifetime due to an increased burning rate and their finite fuel supply.

The complete system of stellar structure equations for main sequence stars can be solved under certain simplifying assumptions. However, if one wants to examine the dynamical and nuclear properties in addition to the structure of post-main-sequence stars, then a numerical approach is needed. Fortunately the publicly available stellar evolution code MESA developed by Paxton et al. [892], used for chameleon gravity in [891] and [859], has been extremely useful for quantifying the physical effects of modified gravity on stellar evolution. Two observationally relevant applications are the impact on the gross properties of galaxies (given a mix of stellar populations) and stellar pulsations, as described below.

### 9.2 Pulsating stars and the distance ladder

Specific stages of the evolution of giants and supergiants are often used to obtain accurate distance estimates; they also happen to provide useful tests of gravity. Two commonly used features are the nearly universal luminosity of $\lesssim 2M_\odot$ stars at the tip of the red giant branch (TRGB) and the period-luminosity relation of cepheids—giant stars with masses $\sim 3-10M_\odot$ that pulsate when their evolutionary tracks cross a narrow range in temperature known as the instability strip. The tight relation between luminosity and other observables is what makes these stars valuable distance indicators—it also makes them useful for tests of gravity.

In order to estimate the pulsation period, it is necessary to go beyond hydrostatic equilibrium and consider the full dynamical radial acceleration of a fluid element at radius $r$, which is described by the momentum equation:

$$\ddot{r} = -\frac{G_N M(r)}{r} - \frac{1}{\rho} \frac{\partial P}{\partial r}.$$  

The time period of pulsations, $\Pi$, may be estimated through various approximations; it is sensitive to the enhancement in $G_N$ in chameleon theories, scaling roughly as $1/\sqrt{G_N}$. For background field values (for $f(R)$ theories, the parameter $f_{R0}$) in the range $10^{-6}$–$10^{-7}$, the TRGB luminosity is largely robust to modified gravity while the cepheid period-luminosity relation is altered. Measurements of these properties within screened and unscreened galaxies then provide tests of gravity: the two distance indicators should agree for screened galaxies but not for unscreened galaxies [859]. Using the MESA stellar evolution code, these authors solved for the profile of $G_N$ inside the stellar envelope for chameleon theories, and used it to estimate the change in pulsation period and therefore the impact on inferred distances. The resulting constraints using cepheids and TRGB stars are currently the most stringent on chameleon theories, with an upper limit on background field values of $f_{R0} \lesssim 5 \times 10^{-7}$ at the 95% confidence level [859], as shown in Figure 13. Recently,
hydrodynamic effects under MG were incorporated into the pulsation period estimate leading to increased deviations under MG [893].

Cepheids and other variable stars remain promising candidates for tests of gravity. Indeed the full complement of distance indicators can be turned into a test of gravity, including Type Ia supernovae (which are the most compact distance indicators) and masers around supermassive black holes (which provide a purely geometric distance measure, independent of gravity theory). Relevant to the dynamics of cepheids and supernovae is the possibility of scalar radiation as a source of energy loss. Scalar radiation must be accounted for in future high precision tests that use stellar pulsations or explosions, and may also provide additional tests [894].

Figure 13: Limits on chameleon theories coming from astrophysical [322, 859, 860] and cosmological [340, 895, 896] probes. The $x$-axis gives the range of length scales probed by particular experiments. The parameter on the $y$-axis is the background field value (left hand side $y$-axis label), or the range of the interaction (right hand side $y$-axis label) for an $f(R)$ model of the accelerating universe. The rectangular regions give the regions of parameter space excluded by a particular experiment. All of the constraints except for the solar system measurements have been obtained within the last 5 years, illustrating the impressive interplay between theory and experiment in the field. The dot-filled rectangles indicate preliminary results from ongoing work. This figure is adapted from Lombriser et al. [897].

9.3 Galaxies in the nearby universe

In unscreened galaxies, gas, stars and compact objects (neutron stars and black holes) can respond differently to the scalar force in MG. For unscreened dwarf galaxies, the rotation of the stellar disk can be slower than that of the neutral Hydrogen gas disk because the stars are screened for some
range of parameters in chameleon theories. The rotation rates of the stellar and gas disks can be measured using different optical and radio observations, respectively. Additionally, the external fifth force on a dwarf galaxy can result in a segregation of the stars, giant stars and gas along the direction of the external force. For unscreened disk galaxies, this also leads to a warping of the shape of the stellar disk [860]. The difference in forces felt by compact objects can lead to the displacement of supermassive black holes in Vainshtein theories, which is discussed in the following subsection. All these effects are potentially observable via high resolution imaging, and preliminary tests of gravity using data in the literature have been carried out or are ongoing. Figure 13 shows some of the upper limits obtained from these tests.

There are many other probes which offer the possibility of testing chameleon theories astrophysically. For example, observations of circularly-polarized starlight in the wavelength range $1 - 10^3 \, \text{Å}$ could be a strong indication of mixing between chameleons and photons [876]. A difference in the ratio of the electron to proton mass between laboratories on Earth and in space can be measured and would indicate the presence of a chameleon-like scalar particle [898]. In [876, 898], it was shown that the scatter in the luminosity of astrophysical objects can be used to search for chameleons, particularly through observing active galactic nuclei.

### 9.4 Astrophysical tests of galileons

An important property of galileons is that black holes carry no galileon hair [899, 900], while stars of course couple to the galileon. This leads to an interesting observational signature: in the presence of an external linear gradient, an astrophysical black hole should be offset (possibly by an observable amount) from the center of its host galaxy [901]. Cosmologically, the galileon-mediated force becomes important at late times and on large scales. This affects various linear-scale observables [884, 902–904], such as enhanced large scale bulk flows [396, 905], infall velocities [906] and weak-lensing signals [907] as described below. See [393–404] for N-body simulations.

The situation is somewhat similar for pulsar tests of GR. The very presence of a field that acts as a Lorentz scalar opens up new channels of gravitational radiation in binary systems. Monopole and dipole radiation are in principle possible in these models, but are highly suppressed by both relativistic corrections and the Vainshtein mechanism which makes such tests uncompetitive compared to solar system tests, let alone cosmological ones [595–597]. However the situation might be different for other models that exhibit a Vainshtein mechanism such as more general galileon models. In these models any breaking of spherical symmetry could lead to potentially large corrections to the solutions and thus to the emitted radiation. This remains to be explored in more depth—both at the theoretical and observational level [597].

---

56 Whether this is true in general for kinetic/Vainshtein screened systems is a question of active research.
9.5 Summary and observational prospects for astrophysical tests

9.5.1 Physical effects

In summary, screening mechanisms yield distinct physical effects in many settings in nearby stars and galaxies; for example:

- In both Vainshtein and Chameleon theories, enhancements velocities of unscreened galaxies of order ten percent—or tens of km/s—are expected (typical peculiar velocities of galaxies are a few hundred km/s).
- Segregation of the different components of galaxies: The gas and stellar components respond differently to the external forces in Chameleon theories. As an example, the stellar disk may be warped relative to the HI disk. In Vainshtein theories, it is possible for a galaxy’s central supermassive black hole to be displaced by up to 0.1 kpc from the stellar light, along the direction of the external force.
- Differential internal dynamics for different tracers. In Chameleon theories, the stellar disk may rotate more slowly than the gas disk. For dwarf galaxies with circular velocities below 100 km/s, systematic differences of 5-10 km/s are expected.
- Altered stellar evolution. Giant stars in particular move more rapidly through their evolutionary tracks in Chameleon theories due to the enhanced forces. The most distinct observable consequences of this are for distance indicators, in particular the comparison of cepheid variables and TRGB stars. Relative offsets of approximately 5% in the distance ladder are expected from these effects.

Approaches to detecting these effects and distinguishing them from astrophysical sources have been widely discussed in the literature cited above. Figure 13 shows the various regimes and constraints from some of these tests. One key element required for a convincing detection would be the creation of both screened (control) and unscreened samples of galaxies or other tracers, in order to extract environmental dependence. Correlating the observed effect with the direction of the scalar fifth force would rule out the primary sources of astrophysical uncertainty in the measurements.

9.5.2 Observational prospects

Small scale tests both span a wide range of astrophysical environments and combine multi-wavelength data, often for a single test. However the sample size required for these tests is modest, typically on the order of hundreds of galaxies. Therefore, most of the promising tests can piggyback on already planned surveys or existing telescopes.

The two key parameters of MG theories which are probed by astrophysical tests are the strength of the coupling of the scalar to matter and the range of the fifth force. For chameleon or symmetron theories, the program described below would improve the bound on the self-screening parameter (related to the range of the force) to \( \sim 10^{-8} \). This is the smallest potentials accessible with dwarf
galaxies, and would thereby eliminate the entire remaining parameter space of astrophysically-testable models. For theories which screen using the Vainshtein mechanism, the astrophysical tests are less mature, but are possibly more promising, since current limits on theories come only from cosmological scales and are specific to the DGP model. A summary of the some of the astronomical resources needed for the tests described above follows, adapted from [889]. Figure 14 shows physical effects and their best suited observational probes.

- **Low redshift spectroscopy**: Spectroscopic observation of samples of galaxies at low redshift is essential for a variety of tests of gravity. These observations provide a detailed map of the nearby universe and can be used to extract the velocity field traced by galaxies. Surveys of this type can be carried out as part of cosmological BAO surveys, and in addition, by spectroscopic cameras on other telescopes. Multi-slit or fiber spectrographs on a number of telescopes are suitable for this purpose.

- **Spatially resolved spectroscopy**: Different tracers of galaxies with internal dynamics (stars, ionized and neutral gas clouds) require specialized observations. Some data on dwarf galaxies exist—for the principal purpose of understanding the nature of the inner dark matter profile—which may also be examined for differential motions. Current galaxy surveys using optical telescopes focus on early type, or massive, galaxies. A larger survey of low mass galaxies,
for example using the MANGA spectrograph of SDSSIV, could increase the sample by more than an order of magnitude and help address systematics by sampling environments that have both screened and unscreened galaxies. These observations may need to be supplemented with 21cm radio observations to compare the motions of stars and gas (see below).

- **High resolution imaging:** Imaging surveys require less modification than other gravity tests since targeting is not required: they cover large contiguous areas and a wide range of redshifts. Nevertheless, samples of low-z galaxies will need to be observed with higher resolution, which is feasible from space or using adaptive optics telescopes from the ground. Tests that use the distance ladder rely on Hubble Space Telescope observations of dwarf galaxies, in particular for determining cepheid and TRGB distances. Moving forward, adaptive optics capabilities can extend the range of application some of these techniques (e.g., cepheids). Finally, wide field and highly sensitive narrow band imagers can effectively measure properties such as the planetary nebulae luminosity function in local dwarf galaxies.

- **Radio observations:** Observations with improved resolution at 21cm are required to test modified gravity predictions for neutral Hydrogen gas. The spatial resolution needed is up to an order of magnitude better than the recent ALFALFA survey, which focused primarily on velocity information. These radio observations would be compared to optical data for the stellar disks. Samples of the order of a hundred galaxies would be sufficient to conduct useful tests and can be obtained with instruments such as the eVLA.

Carrying out specific tests requires two additional elements:

- In order to quantify the screening levels in chameleon and Vainshtein theories, a 3d map of the gravitational field in the nearby universe is essential. Given a tracer of mass distribution—typically the optical light distribution along with information on the velocity field—it is possible to determine the gravitational field in both Einstein gravity and a modified theory. This map-making exercise for the nearby universe (out to hundreds of Mpc) is an essential part of the observational program. It is feasible using currently-planned wide area surveys along with additional spectroscopy (described above).

- To determine the level of screening for a MG model, it is necessary to solve the nonlinear equations of the theory. This is a challenging numerical exercise, but some progress has been made for the \( f(R) \) and DGP models; we expect future work will be needed to explore new models. This involves collaboration between gravitational theorists and numerical cosmologists and will become more important as detailed connections between specific observations and theories are made via numerical realizations of the survey geometry. This work will also prepare us to determine what a detection of new physics on small scales would mean for cosmological tests and *vice versa*.

Thus, while a variety of astrophysical gravity tests have been explored using archival data to date, the next big advances will involve a set of mini-surveys specially designed for such tests. Such surveys will rely on the instrument capabilities described above (most of which already exist)
and can be carried out over a 5 year timeframe. In addition to the core data analysis, numerical studies that link theories to detailed predictions for the local universe are necessary and will need to be coupled to the data analysis. Thus the program of astrophysical gravity tests requires a close coupling between theorists, numerical astrophysicists and observers.

10 Cosmological tests

Cosmological probes of gravity may be broadly classified as follows:

1. Tests of the consistency between expansion history and the growth of structure. A discrepancy in the equation of state parameter, $w$, inferred from the two approaches can signal a breakdown of the GR-based smooth dark energy cosmological paradigm.

2. Detailed measurements of the linear growth factor across different scales and redshifts.

3. Comparison of the mass distribution inferred from different probes, in particular redshift space distortions and lensing. The latter is a compelling test of modified gravity, since the same test can be carried out over many different scales. Table 2 summarizes the current status of the different tests and future prospects for improvement.

Similar to tests of dark energy, the linear regime offers the twin advantages of ease of prediction and interpretation, together with a degree of robustness against astrophysical systematics, which typically cannot alter structure formation on scales larger than 100 Mpc. Further, specific MG models can produce both scale and redshift-dependent growth that in principle distinguishes them from dark energy models, given the same expansion history. Cosmological parameter analyses to test MG theories have been performed by several authors [340, 884, 895, 896, 903, 908–913]. Specific studies to determine the cosmological impact of galileon theories and to constrain model parameters appear in [265, 914–920].

The main limitation for cosmological tests of gravity, common to those of dark energy, is that the signal is typically small, characterized in many cases by percent level deviations, and may be degenerate with other parameters or physical effects such as scale-dependent galaxy bias. An important area for future work is to make explicit the connection between large-scale tests discussed in this section and the small scales ones discussed above. Verifying MG effects over many decades in length scale and environment will enable a more robust approach to gravity tests.

10.1 Formalism for growth of perturbations

Structure formation in modified gravity in general differs from that in pure general relativity [311, 335–338, 343, 363, 396, 508, 884, 905, 921–940]. Perturbative calculations at large scales have shown that promise in connecting predictions in these theories with observations of large-scale structure (LSS). Nevertheless, in practice carrying out robust tests of MG is challenging. Broadly, two approaches have been taken, one is to constrain the parameters of a particular model by working out in detail its predictions for structure growth, the other is to define effective parameters in
the spirit of the PPN formalism used to test GR in the solar system. This Parameterized Post-
Friedmann (PPF) framework attempts to parallel the PPN approach, see e.g., [339, 941]. Both
approaches have their limitations, but we shall see below that there has been much recent progress.
In particular in Sections 10.1.3 and 10.2.4 we describe how two functions of scale and time capture
the impact of scalar-tensor MG theories for observational purposes.

There are three qualitative regimes for the growth of perturbations: the long-wavelength super-
horizon regime, the quasi-static Newtonian regime of where growth is linear, and the small scale
regime, where things are nonlinear. These three regimes are illustrated in Figure 10.1. The quasi-
static Newtonian regime is valid when motions are non-relativistic and at length scales sufficiently
smaller than the horizon. In this regime (discussed in the next sub-section) it is sufficient to de-
scribe perturbations using the linearized fluid equations in expanding coordinates. In the nonlinear
regime—though gravity is still in the weak field limit—density fluctuations are no longer small. In
addition the density/potential fields may couple to additional scalar fields introduced in modified
gravity theories. Therefore, the nonlinear regime is the hardest to describe in any general way,
because the nature of the coupling to scalar fields model dependent. However, this regime may
very well be the most discriminatory for some theories owing to the fact that there can be a rich
phenomenology which ranges from galaxy cluster to solar system and laboratory scales.
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Figure 15: Scales on which linear perturbation theory is applicable for cosmological perturbations. Outside
the horizon \((k \to 0)\) perturbations are well-described by (10.35). Between \(~10–500\) Mpc, linear perturba-
tion theory can be used confidently and temporal gradients can be ignored. Below \(~10\) Mpc, non-linear
gravitational effects cannot be ignored. For scale, the virial radius of a \(M \sim 10^{15} M_\odot\) galaxy cluster is \(~1\)
Mpc.

### 10.1.1 Metric and fluid perturbations

In order to study the growth of cosmological fluctuations, we first have to briefly introduce the
formalism for cosmological perturbation theory. The classic reference is [942], and excellent ex-
positions of this formalism can be found in [827, 943–947]. Our starting point is the flat FLRW
metric:

\[
d^2 s^2 = \bar{g}_{\mu \nu} dx^\mu dx^\nu = -dt^2 + a^2(t) d\vec{x}^2 , \tag{10.1}\]

which we assume is sourced by a perfect fluid component with stress tensor

\[
\bar{T}^\mu_\nu = (\bar{\rho} + \bar{P}) \bar{u}^\mu \bar{u}_\nu + \bar{P} \delta^\mu_\nu , \tag{10.2}
\]
where $\bar{u}_\mu \bar{u}^\mu = -1$ and the fluid has equation of state $w = P/\rho$. We now allow the metric to fluctuate away from this background FLRW geometry
\[ g_{\mu\nu} = \bar{g}_{\mu\nu} + h_{\mu\nu} . \] (10.3)

If we define
\[ h_{\mu\nu} = \begin{pmatrix} h_{00} & a(t)\tilde{h}_{0i} \\ a(t)\tilde{h}_{i0} & a^2(t)\tilde{h}_{ij} \end{pmatrix} , \] (10.4)
the line element can be written as
\[ ds^2 = -(1 - h_{00})dt^2 + 2a(t)\tilde{h}_{i0}dx^i dt + a^2(t) \left( \delta_{ij} + \tilde{h}_{ij} \right) dx^i dx^j . \] (10.5)

The way we have defined things, indices are raised and lowered with the background metric. The background FLRW geometry is rotationally invariant, and so we may decompose the 10 degrees of freedom in $h_{\mu\nu}$: $h_{00}, \tilde{h}_{0i}$ and $\tilde{h}_{ij}$ into scalar, divergence-less vector and transverse-traceless tensor components [827, 943–947]:
\[ h_{00} = -2\psi , \] (10.6)
\[ \tilde{h}_{0i} = \partial_i F + G_i , \] (10.7)
\[ \tilde{h}_{ij} = -2\phi\delta_{ij} + \partial_i\partial_j B + \partial_i C_j + \partial_j C_i + D_{ij} , \] (10.8)

where $\partial_i G^i = \partial_i C^i = \partial_i D^{ij} = D^i_i = 0$. Under a coordinate transformation, $\delta \xi x^\mu = \xi^\mu$, the fluctuation around the background metric transforms as [827, 943–947]
\[ \delta \xi h_{\mu\nu} = \xi^\lambda \partial_\mu \xi^\lambda - \xi^\mu \partial_\lambda \xi^\lambda - \xi^\lambda \partial_\lambda \bar{g}_{\mu\nu} . \] (10.9)

Splitting the gauge parameter as $\xi^\mu = (\alpha, \xi^i)$, we therefore deduce
\[ \delta \xi h_{00} = 2\dot{\alpha} , \] (10.10)
\[ \delta \xi h_{0i} = -a^2 \dot{\xi}_i + \partial_i \alpha , \] (10.11)
\[ \delta \xi h_{ij} = -a^2 (\partial_j \xi_i + \partial_i \xi_j) - 2a\dot{\alpha}\delta_{ij} , \] (10.12)

We can further decompose $\xi_i = \partial_i \xi + \dot{\xi}_i$ with $\partial_i \dot{\xi}^i = 0$. From this, we deduce that the perturbations in the scalar-vector-tensor (SVT) decomposition transform as [827, 943–947]
\[ \delta \xi \psi = -\dot{\alpha} , \quad \delta \xi F = \frac{1}{a} \alpha - a\dot{\alpha} ; \] (10.13)
\[ \delta \xi \phi = H\alpha , \quad \delta \xi B = -2\xi ; \] (10.14)
\[ \delta \xi G_i = -a\dot{\xi}_i , \quad \delta \xi C_i = -\dot{\xi}_i ; \] (10.15)
\[ \delta \xi D_{ij} = 0 . \] (10.16)
Often times, the best way to deal with this gauge ambiguity is to work with \textit{gauge-invariant} quantities. For scalar perturbations, the \textit{Bardeen variables} are gauge invariant \cite{942}

\[
\Psi_B = \psi - \frac{d}{dt} \left[ a^2 \left( \frac{\dot{B}}{2} - \frac{F}{a} \right) \right] ; \quad \Phi_B = \phi - a^2 H \left( \frac{\dot{B}}{2} - \frac{F}{a} \right) .
\] (10.17)

In what follows, we will be concerned only with scalar perturbations, where the line element takes the form

\[
ds^2 = -(1 + 2\psi)dt^2 + 2a(t)\partial_i F dx^i dt + a^2(t) \left( (1 - 2\phi)\delta_{ij} + \partial_i \partial_j B \right) dx^i dx^j ,
\] (10.18)

and further we will work in \textit{Newtonian gauge}, where we use our gauge freedom to set

\[
B = F = 0 .
\] (10.19)

Note that in this gauge the remaining metric perturbations \(\psi\) and \(\phi\) coincide with the Bardeen variables, so we write the metric as

\[
ds^2 = -(1 + 2\Psi)dt^2 + (1 - 2\Phi) a^2(t) d\vec{x}^2 .
\] (10.20)

This form for the perturbed metric is fully general for any metric theory of gravity, other than our having excluded vector and tensor perturbations (see \cite{948} and references therein for justifications). Note that \(\Psi\) corresponds to the Newtonian potential for the acceleration of particles, and that in GR \(\Phi = \Psi\) in the absence of anisotropic stresses.

A metric theory of gravity relates the two potentials above to the perturbed energy-momentum tensor. We consider perturbing the stress tensor (10.2) from its background perfect fluid form:

\[
\delta T^\mu_\nu = (\delta \rho + \delta P) \bar{u}^\mu \bar{u}_\nu + (\bar{\rho} + \bar{P}) \delta u^\mu \bar{u}_\nu + (\bar{\rho} + \bar{P}) \bar{u}^\mu \delta u_\nu + \delta P \delta^\mu_\nu + \sigma^\mu_\nu ,
\] (10.21)

where \(\sigma^\mu_\nu\) is the \textit{anisotropic stress}, which is absent at the background level, and which can be chosen to be transverse to \(\bar{u}^\mu\) and traceless: \(\sigma^0_0 = \sigma^i_i = 0\). Using the fact that \(g_{\mu\nu} u^\mu u^\nu = -1\) we can deduce that \(\delta u^0 = -\psi\). We then write \(\delta u^i = v^i/a\). So we have

\[
u^\mu = (1 - \psi, v^i/a) ; \quad u_\mu = \left( -1 - \psi, av_i + a\bar{h}_{0i} \right) .
\] (10.22)

From this, we may compute the components of the perturbed stress tensor:

\[
T^0_0 = -(\bar{\rho} + \delta \rho) ,
\] (10.23)

\[
T^i_0 = -(\bar{\rho} + \bar{P}) v^i/a ,
\] (10.24)

\[
T^i_0 = (\bar{\rho} + \bar{P})(av_i + a\bar{h}_{0i}) ,
\] (10.25)

\[
T^i_j = (\bar{P} + \delta P) \delta^i_j + \sigma^i_j .
\] (10.26)

Under a coordinate transform, the fluid perturbations shift as

\[
\delta_\xi \delta T^\mu_\nu = \mathcal{L}_\xi T^\mu_\nu = \bar{T}^\lambda_\nu \partial_\lambda \xi^\mu - \bar{T}^\mu_\lambda \partial_\mu \xi^\lambda - \xi^\lambda \partial_\lambda T^\mu_\nu ,
\] (10.27)
which leads to the transformation rules (again writing \( \xi^\mu = (\alpha, \xi^i) \))

\[
\begin{align*}
\delta \xi \delta \rho &= -\dot{\rho} \alpha ; & \delta \xi \delta P &= -\dot{P} \alpha , \\
\delta \xi v^i &= a \xi^i ; & \delta \xi \sigma^i_j &= 0 .
\end{align*}
\]

(10.28)

As before, we can perform an SVT decomposition on the fluid perturbations:

\[
\begin{align*}
v^i &= \delta^{ij} \partial_j v + \tilde{v}^i ; & \sigma_{ij} &= \left( \partial_i \partial_j - \frac{1}{3} \nabla^2 \delta_{ij} \right) \sigma + \frac{1}{2} \left( \partial_i \sigma_j + \partial_j \sigma_i \right) + \tilde{\sigma}_{ij} ,
\end{align*}
\]

(10.30)

where \( \partial_r \tilde{v}^i = \partial_i \sigma^j = \partial_i \tilde{\sigma}^j = \tilde{\sigma}^i = 0 \). Two important gauge-invariant combinations of metric and fluid perturbations are the co-moving curvature perturbation, \( \mathcal{R} \), and the curvature perturbation on uniform density hypersurfaces, \( \zeta \), given by

\[
\begin{align*}
\mathcal{R} &= -\phi + \dot{a}(F + v) ; & \zeta &= \psi - \frac{\delta \rho}{\bar{\rho}} .
\end{align*}
\]

(10.31)

We now introduce variables to characterize the density and velocity perturbations for a fluid, which we will use to describe the evolution of matter perturbations. These variables are sufficient to analyze and interpret most cosmological observations, which lie in the quasi-static Newtonian regime discussed below. The density fluctuation \( \delta \) is given by

\[
\delta(x, t) \equiv \frac{\rho(x, t) - \bar{\rho}(t)}{\bar{\rho}(t)} ,
\]

(10.32)

where \( \rho(x, t) \) is the density and \( \bar{\rho}(t) \) is the cosmic mean density. The second fluid variable we introduce is the divergence of the peculiar velocity, which is given by

\[
\theta_v \equiv -\nabla \cdot \bar{v} .
\]

(10.33)

Choosing \( \theta_v \) instead of the vector \( \bar{v} \) implies that we have assumed \( \bar{v} \) to be irrotational (\( \tilde{v}^i = 0 \)). This approximation is sufficiently accurate in the linear regime for minimally coupled MG models.

In principle, observations of large-scale structure can directly measure the four variables we introduced above: the scalar potentials \( \Psi \) and \( \Phi \), and the density and velocity perturbations \( \delta \) and \( \theta_v \). These variables are the key to distinguishing MG models from Einstein gravity plus dark energy. Each has both scale and redshift dependence, so it is worth noting which variables are probed by different observations and at what scale and redshift. It is convenient to work in Fourier space, defining, for example,

\[
\tilde{\delta}(\vec{k}, t) = \int d^3 x \\delta(x, t) e^{-i\vec{k} \cdot \vec{x}} .
\]

(10.34)

Length scales \( \lambda \), correspond to a statistic such as the power spectrum at wavenumber \( k = 2\pi/\lambda \). From here on, we will work exclusively with the Fourier space quantities and drop the hat (\( ^\sim \)) symbol for convenience.

It is possible to calculate the evolution of perturbations in the linear regime. We follow the formalism and notation of [944], except we use physical time \( t \) rather than conformal time. We are interested primarily in the evolution of perturbations after decoupling, so we will neglect radiation and neutrinos as sources of perturbations.
10.1.2 Superhorizon perturbations

The superhorizon regime is the most constrained regime and consequently is the simplest to describe. In [948], it was pointed out that any metric theory of gravity that also obeys the equivalence principle must satisfy a universal evolution equation for metric perturbations. In conformal Newtonian gauge, assuming adiabatic initial conditions, this evolution is given by:

$$\ddot{\Phi} - \frac{\ddot{H}}{H} \dot{\Phi} + H \dot{\Psi} + \left(2\dot{H} - \frac{H\ddot{H}}{H}\right) \Psi = 0.$$  \hspace{1cm} (10.35)

This above equation is equivalent to eq. (7) of [322], which uses a different time variable and the opposite sign convention for \(\Psi\). Treating the ratio of metric potential \(\Phi/\Psi\) as a constant parameter (while this has the virtue of simplicity, it is not justified for generic MG theories), one can solve this equation for a given background solution \(H(t)\). The integrated Sachs–Wolfe effect discussed below extends to very large scales and is currently one of the few probes of the superhorizon regime.

10.1.3 Quasi-static Newtonian regime

In the following, we will for the most part make the approximation that motion is non-relativistic and restrict ourselves to sub-horizon length scales. Further, one can self-consistently neglect time derivatives of the metric potentials relative to spatial gradients. These approximations will be referred to as the quasi-static, Newtonian regime. The evolution of density (or velocity) perturbations can be described by a single second order differential equation using the linearized fluid equations:

$$\ddot{\delta} + 2\dot{H}\dot{\delta} + \frac{k^2\Psi}{a^2} = 0.$$  \hspace{1cm} (10.36)

With \(\delta(k, t) \simeq \delta_{\text{initial}}(k)D(k, t)\), we can use the Poisson equation to substitute for \(\Psi\) in terms of \(\delta\). Here we write the Poisson equation in two forms, the first is the “standard” Poisson equation

$$k^2\Phi = -4\pi G_N \bar{\rho}\delta,$$  \hspace{1cm} (10.37)

and the second is with the sum of potentials on the left-hand side. This is convenient for describing lensing and the ISW effect. In terms of the generalized gravitational “constant” \(\tilde{G}\) we then have

$$k^2(\Psi + \Phi) = -8\pi \tilde{G}(k, t)\bar{\rho}\delta.$$  \hspace{1cm} (10.38)

These equations lead to the expression for the linear growth factor \(D(k, t)\):

$$\ddot{D} + 2H\dot{D} - \frac{4\pi \bar{\rho}}{(\Phi/\Psi)} \tilde{G} D = 0.$$  \hspace{1cm} (10.39)

From this equation one sees how the combination of \(\tilde{G}\) and \(\Phi/\Psi\) alters the linear growth factor. If these parameters have a scale dependence, then even the linear growth factor \(D\) becomes scale
dependent—which is a feature not seen in smooth dark energy models. We can also use the relations given above to obtain the linear growth factors for the velocity and the potentials from $D$. The growth factor for the velocity divergence is given in the following sub-Section, while the Poisson equation determines the evolution of the potentials.

Let us introduce the dimensionless functions

$$\mu \equiv \tilde{G}/G_N, \quad \gamma \equiv \Phi/\Psi,$$

where $\mu$ and $\gamma$ are in general functions of space and time. In [949] and elsewhere, it was argued that a specific scale dependence in these MG parameters is expected for scalar-tensor theories. In Fourier space, provided the interaction can be expressed in the Yukawa form, one expects a correction to the growth factor that is quadratic in wavenumber $k$. With considerations of locality and general covariance, and under the quasi-static approximation, physically acceptable forms of $\mu(a,k)$ and $\gamma(a,k)$ correspond [950] to ratios of polynomials in $k$, which are even in models with purely scalar extra degrees of freedom, and of second order in most viable models. These express $\gamma(a,k)$ and $\mu(a,k)$ as:

$$\gamma = \frac{p_1(a) + p_2(a)k^2}{1 + p_3(a)k^2},$$

$$\mu = 1 + \frac{p_3(a)k^2}{p_4(a) + p_5(a)k^2}.$$  (10.42)

This leaves five free functions of time to be constrained by data, and we discuss how this is done in practice below in Section 10.2.4. Note that other choices for the initial functions can be useful in interpreting quasi-static regime observables, in particular, treating $G$ and $\tilde{G}$ defined above.

### 10.2 Cosmological observables

We will use the power spectra of various cosmological observables to describe their scale dependent two-point correlation functions. For example, the 3-dimensional power spectrum of the density contrast $\delta(k, z)$ is defined by

$$\langle \delta(\vec{k}, z)\delta(\vec{k}', z) \rangle = (2\pi)^3 \delta^{(3)}(\vec{k} + \vec{k}') P_{\delta\delta}(k, z),$$

where we have traded time variable for observable redshift $z$. The power spectra of perturbations in other quantities are defined in an analogous fashion. We will denote the cross-spectra of two different variables with appropriate subscripts. For example, $P_{\delta\Psi}$ denotes the cross-spectrum of the density perturbation $\delta$ and the potential $\Psi$.

Figure 16 shows the linear and nonlinear power spectra $P_{\delta\delta}(k, z)$ for $f(R)$ and two galileon models [951]. The dashed curves show the fractional departures of the linear power spectrum to $\Lambda$CDM. The symbols show measurements from N-body simulations. The strong scale dependence is evident, with significant deviations at wavenumbers $k \gtrsim 0.1h$/Mpc. At higher wavenumbers screening effects suppress MG deviations.
Figure 16: Power spectra for $f(R)$ (left panel) and galileon (right panel) theories. The fractional deviations from Λ-CDM are shown for the present day linear and nonlinear power spectra [951]. At high-$k$ (small scales), nonlinear gravitational clustering and the screening of massive halos alters the power spectrum.

10.2.1 Weak gravitational lensing

Lensing observables are the result of coherent deflections of light by mass concentrations. For the metric of eq. (10.20), the first order perturbation to a photon trajectory is given by (generalizing for example eq. (7.72) of [952]):

$$\frac{d^2 x^{(1)}}{d\lambda^2} = -q^2 \nabla_\perp (\Psi + \Phi),$$  

(10.44)

where $q$ is the norm of the tangent vector along the unperturbed path and $\nabla_\perp$ is the gradient transverse to the unperturbed path. This leads to the deflection angle formula

$$\alpha_i = -\int ds \partial_i (\Psi + \Phi),$$  

(10.45)

where $s = q\lambda$ is the path length and $\alpha_i$ is the $i^{th}$ component of the deflection angle (which is a two-component vector on the sky). Since all lensing observables are obtained by taking derivatives of the deflection angle, they necessarily depend only on the linear combination $\Psi + \Phi$ (to first order in the potentials). For example, the convergence is given by the line-of-sight projection:

$$\kappa(\theta) = \frac{1}{2} \int_0^{z_s} \frac{dz}{H(z)} \frac{r(z) r(z_s, z)}{r(z_s)} \nabla_\theta^2 (\Psi + \Phi),$$  

(10.46)

where we have taken the sources to lie at redshift $z_s$.

For the purposes of testing gravity, observables that rely directly on the change in energy or direction of photons are distinct from those that measure the clustering or dynamics of tracers
such as galaxies or galaxy clusters, which move non-relativistically. We summarize the primary observables that provide tests of gravity on cosmological scales in this sub-section, and consider galaxy and cluster scale tests in the following subsection. We follow the treatment of Jain & Zhang [953].
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Figure 17: Examples of shear-shear and galaxy-shear power spectra for the DES (left panel) and a Stage-IV survey similar to LSST (right panel) [954]. The upper (green) curves show the galaxy-shear cross power spectrum $C_{g\kappa}$, with foreground galaxies at $z = 0.4$ and background galaxies at $z = 1$. The lower two curves show the shear-shear power spectrum $C_{\kappa\kappa}$ with two choices of redshift bins as indicated. Error bars include both the sample variance and shape noise for the two surveys. The contribution to $C_{\kappa\kappa}$ from shape noise for $z = 1$ is shown separately as well (dashed lines).

The primary cosmological observables used in weak lensing are the two-point correlations of the observed shapes of galaxies and the cross-correlation of foreground galaxies with the shapes of background galaxies. The metric potentials are related to the mass distribution by (10.38) so the lensing power spectra can be expressed in terms of the three-dimensional mass power spectrum $P_{\delta\delta}(k, z)$. In the small-sky-patch limit the Limber approximation [955] gives

$$C_{\kappa_i\kappa_j}(l) = \frac{9}{4} \frac{\Omega_m^2 H_0^4}{c^2} \int_0^\infty \frac{dz}{H(z)a^2} \zeta^2(k, z) P_{\delta\delta}(k, z) W_L(z, z_i) W_L(z, z_j),$$

where the function $\zeta$ contains the modified gravity parameters, and is the Fourier space counterpart of $\tilde{G}/G_N[(\Phi + \Psi)/\Phi]$. The lensing weight function $W_L(z, z_k)$ depends on the geometry and the redshift distribution of lensed galaxies. The three-dimensional wavenumber $k$ is given by $k = l/r(z)$. By binning the galaxy distribution in redshift [956], a number of auto and cross-spectra can be measured. The redshift dependence of these lensing spectra carries information about the growth of structure that can test gravity theories. The galaxy-shear cross-spectrum $C_{g\kappa}$ can be defined in a similar way to $C_{\kappa\kappa}$: it is proportional to $b \Omega_m \zeta$, where $b$ is the galaxy bias parameter. $C_{g\kappa}$ is easier to measure and can be used to test gravity as discussed below. Examples of the two lensing spectra are shown in Figure 17 for two different survey parameters [954]. Statistical errors are shown for the
different power spectra—it is evident that if systematic errors can be controlled, upcoming surveys will provide percent level measurements \([957]\). Simpson et al. \([958]\) have presented a comprehensive analysis of gravity tests using shear-shear correlations measured from the CFHTLenS survey. This represents the state of the art in using weak lensing, but ongoing surveys will reduce the statistical errors by a significant factor \([958]\).

Lensing observables probe the sum of the metric potentials—this follows from the geodesic equation applied to photons and is therefore true for any metric theory of gravity. Moreover, the relation of the sum of metric potentials to the mass distribution is very close to that of GR in scalar-tensor theories that we have considered \([959]\). Since the Einstein frame is obtained through a conformal transformation which cannot alter null geodesics, the scalar field does not directly alter the geodesics of light rays. Thus the deflection angle formula \((10.45)\) and Poisson equation \((10.38)\) in the form given above are essentially unaltered in these scalar-tensor gravity theories. (However, couplings of the form \(\sim \partial_{\mu}\phi\partial_{\nu}\phi T^{\mu\nu}\), which arise in theories of massive gravity, can affect lensing \([907]\).) Masses of halos inferred from lensing are the true masses. It is therefore more useful to combine lensing with other observations of large-scale structure to carry out robust tests of gravity, as shown in Sections 10.2.5 and 10.3.1 below. Tests of gravity that rely solely on lensing measurements can constrain specific models; alternatively lensing measurements with multiple redshift bins can probe the the growth of structure (\(e.g., [960]\)) which can be compared to the predictions of GR.

10.2.2 CMB lensing and the ISW effect

The CMB power spectrum at angular wavenumber \(l\) is given by a projection along the line of sight:

\[
C_{TT}(l) = \int dk \int dz F_{\text{CMB}}(k, l, z) j_l[kr(z)],
\]

where \(r\) denotes the comoving angular diameter distance and the spherical Bessel function \(j_l\) is the geometric term through which the CMB power spectrum depends on the distance to the last scattering surface. The function \(F_{\text{CMB}}\) combines several terms describing the primordial power spectrum and the growth of the potential up to last scattering. We will regard \(F_{\text{CMB}}\) as identical to the GR prediction since we do not invoke MG in the early universe. In combination with Big Bang Nucleosynthesis, the CMB power spectrum provides a measurement of \(G\), and a test of the Friedman equation, at the 10% level for times up to last scattering.

The CMB anisotropy does receive contributions at redshifts below last scattering, in particular due to the integrated Sachs–Wolfe (ISW) effect \([961]\) and from lensing due to mass fluctuations along the line of sight \([962]\). In the presence of dark energy or due to modifications in gravity, gravitational potentials evolve in time and produce a net change in the energy of CMB photons:

\[
\left. \frac{\Delta T}{T} \right|_{\text{ISW}} = - \int \frac{d(\Psi + \Phi)}{dt} \frac{a(z)dz}{H(z)}.
\]
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The ISW effect—like gravitational lensing—depends on and probes the combination $Ψ + Φ$. The ISW signal is overwhelmed by the primary CMB at all scales except for a bump it produces at the largest scales in the CMB power spectrum. Since cosmic variance limits the information available at such large scales, the ISW effect is more effectively measured by cross-correlation with tracers of large scale structure at low redshift (to which smaller scale modes also contribute). The resulting cross-correlation signal is a projection of $P_{g(Ψ + Φ)}(k, χ)$, the cross-power spectrum of $(Ψ + Φ)$ and galaxies (or other tracers of the LSS such as quasars or clusters). By cross-correlating the CMB temperature with the galaxy over-density $δ_g$, the ISW effect has been detected at about the $5σ$ confidence level [963–966]. This detection provides independent evidence for the evolution of gravitational potentials, as expected in dark energy models given the prior of a spatially flat universe and GR. It has also provided useful constraints on MG theories as discussed below.

CMB lensing has been detected via its smearing of the CMB power spectrum and, independently, through the non-Gaussian features it produces in the CMB temperature maps. The latter enable reconstruction of the lensing deflection field, which is dominated by mass fluctuations at redshifts of about 2 [967–969]. CMB lensing thus probes mass fluctuations at higher redshifts ($z \sim 1 − 5$) than galaxy surveys, providing a valuable addition to tests that use the growth of structure. The measurement accuracy is at the 10% level currently and is expected to improve significantly in the coming years. Cross-correlations of the CMB with foreground tracers due to lensing have also been measured [967–970]. Several applications for MG tests are possible for the future, e.g. Munshi et al. [970] have shown how 3-point correlations in the CMB temperature maps induced by the ISW effect and CMB lensing can be used to constrain MG theories. (For a recent review, see [971].)

### 10.2.3 Redshift space galaxy power spectra

On large scales, galaxy clustering depends on the linear growth factor $D(t)$ given by (10.36), which determines the clustering of matter and is dependent only upon the Newtonian potential $Ψ$. The resulting change in the mass power spectrum depends on how much $Ψ$ deviates from its GR value and the duration of time this deviation lasts. The results for $f(R)$ and DGP models at $z = 0$ are shown in Figure 16. Redshift surveys of galaxies provide statistical measurements of clustering over Mpc-Gpc scales. Cosmological inference from measured galaxy power spectra depends on corrections for galaxy bias, the relationship of galaxies to the underlying mass distribution. In the linear regime, it is a good approximation to write the galaxy over density as $δ_g = b δ$, where $b$ is the bias parameter. Several approaches have been developed to mitigate the uncertainty introduced by our limited understanding of galaxy bias. We provide next a brief account of the main methodology and recent results inferred from galaxy clustering.

A relatively direct probe of $Ψ$ at a given redshift is provided by the distortions of galaxy clustering in redshift space. Redshift space distortions in the galaxy power spectrum arise from motions along the line-of-sight—on large scales these are sensitive to the linear growth factor for $θ_v$, denoted $D_v$.
Figure 18: The measured growth rate inferred from redshift space galaxy power spectra is shown for several different surveys. The quantity $f\sigma_8$ is plotted at the redshift of the different survey measurements [972]. Comparison of the fit to the data, shown in blue, with the Planck best fit in pink shows that low redshift measurements prefer weaker growth, though at low significance so far.

here, which is related to $D$, the linear density growth factor, via the continuity equation as:

$$D_v \propto a \dot{D} = afHD; \quad f \equiv \frac{d\log D}{d\log a}.$$  \hspace{1cm} (10.50)

The line-of-sight component of peculiar velocities causes the observable redshift-space power spectrum $P_{gg}(k, \mu_k)$ to be ‘squashed’ along the line of sight on large scales (in the linear regime) and to produce pronounced ‘finger-of-God’ features on small scales (in the nonlinear regime) [973, 974]. The directional dependence of $P_{gg}(k)$ is given by $\mu_k \equiv k_{\parallel}/k$, which depends on the angle between a wave vector $k$ and the line-of-sight direction. Although the picture is more complicated in reality, it is a good approximation to decompose the redshift space power spectrum in terms of three isotropic power spectra relating the galaxy overdensity $\delta_g$ and peculiar velocities $v$: the galaxy power spectrum $P_{gg}(k)$, the velocity power spectrum $P_{vv}(k)$ and the cross power spectrum $P_{gv}(k)$ as follows [973, 975]

$$P_{gg}(k, \mu_k) = \left[ P_{gg}(k) + 2\mu_k^2 P_{gv}(k) + \mu_k^4 P_{vv}(k) \right] F(k^2\mu_k^2\sigma_v^2),$$ \hspace{1cm} (10.51)

where the term $F(k^2\mu_k^2\sigma_v^2)$ describes non-linear velocity dispersion effects.

The angular dependence in the above equation allows us to obtain the component power spectra from $P_{gg}^{(s)}$. The real space power spectrum of galaxies, $P_{gg}(k)$, is the easiest to extract from the measurements, but its interpretation requires knowledge of galaxy bias. The pure velocity power spectrum $P_{vv}(k)$ has the largest error bars, while the cross-spectrum $P_{gv}(k)$ can be estimated more
easily. Using the full angular dependence both bias and the growth rate of clustering can be estimated.

Figure 18 shows the inferred growth rate (the variable $f$ in the figure is defined in (10.50) and $\sigma_8$ is the amplitude of mass fluctuations at 8 $\text{Mpc}/h$). More recently, in a series of papers, the BOSS survey has presented measurements of growth and tests of GR-based dark energy models [976–979]. The error bars are somewhat smaller but the basic picture is as presented in Figure 18: the measured growth rate is smaller than extrapolating from the CMB fluctuations using the GR-based dark energy models. Needless to say this would be fascinating if it holds up, especially since generic scalar-tensor gravity theories enhance growth relative to GR. We discuss below the prospects for improving on these measurements.

10.2.4 Model independent approaches to cosmological analysis

![Figure 19](image-url)

Figure 19: The uncertainties associated with the eigenmodes of the MG functions $\mu$ and $\gamma$. These are the three functions of time that describe $\mu$ and $\gamma$ when the functional form of their scale-dependence is fixed as described in the text [980]. Three sets of plots are shown: when all other functions are kept fixed (unmarginalized), when all other functions are marginalized over, and when all the functions are considered in a combined analysis that does not trace back the origin of a potential deviation to one or another function. In all cases the standard cosmological parameters have been marginalized over. An LSST-like survey is assumed. Note that in the case of marginalization, even such a powerful survey is unable to provide constraints stronger than the 10% level. Figure reproduced from [980].

There is no clear favorite methodology for testing modified gravity theories in the linear regime. The simplest extension of the dark energy program is to add parameters to the growth rate that are sensitive to MG. However, MG theories generically predict scale and time dependent modifications to the growth rate. Two functions of time and scale are sufficient to describe the general dynamics of linear scalar perturbations. But even surveys to be carried out over the next decade will not have
the power to provide useful constraints on parameters that are allowed to freely vary with redshift and scale. The problem is made more tractable by applying constraints on the scale dependence of MG parameters as discussed above (in particular the parameter $\gamma$ and $\mu$ in equations (10.41) and (10.42)). This takes us from two functions of time and scale to five functions of time, which are significantly easier to constrain from observations (see also [941, 980, 981]).

An approach to observational analysis is to apply a principal component analysis (PCA) to MG functions that are treated as unknown [982–985]. Principal component analysis then tells us which observables are more likely to be sensitive to the MG functions; or, given a set of observables, which features of MG will be better constrained, and at which scales or times. It accounts for degeneracies among the functions used to describe MG and cosmological parameters, thus giving a realistic picture of constraints on specific parameters in the context of a full cosmological analysis of the data. A PCA approach to the five MG functions of time that determine $\gamma$ and $\mu$, using the theoretical prior of (10.41) and (10.42), was recently presented in [980]. The authors consider the observable modes of MG. (See Figure 19. Eigenvalues of the combined eigenmodes of all $p$'s are also shown.) There is a trade-off between two effects: on one side, imposing the theoretical prior on $k$-dependence reduces the number of degrees of freedom and the covariance between parameters; on the other side, imaging surveys like LSST are not as sensitive to the $z$-dependence as they are to the $k$-dependence of the modified growth functions.

Thus a model-independent analysis of observational data to test for generic MG theories remains a work in progress. An interesting recent development is the parameterized post-Friedmann approach implemented in [986], where, as above, the spatial dependence is shown to be restricted to quadratic terms in $k$ for a broad class of theories (see also [987, 988], and for other approaches to the PPF formalism, see [339, 989, 990]). The authors then show how constraints on theory parameters can be obtained from measurements of the expansion history and the growth of structure using just the solution for the background evolution of the theory. On a practical note, the public Boltzman–Einstein solver CAMB has been upgraded by [991] to include MG predictions using an effective field theory approach (see also [913]).

### 10.2.5 Combining lensing and dynamical cross-correlations

In theories of modified gravity, the Newtonian potential, $\Psi$, generally differs from its value in GR. It is enhanced stronger by a factor of $4/3$ in a certain regime in $f(R)$ gravity (on scales between those of chameleon effects and the Compton wavelength of the $f_R$ field). This corresponds to the ratio $\Phi/\Psi = 1/2$ with the sum $\Psi + \Phi$ remaining unaltered as discussed above. Therefore, for a given mass distribution, significant force enhancements can occur. For DGP gravity, similar force enhancements occur for the normal branch.

The inequality of metric potentials has been exploited to construct different combinations of the information from weak lensing and redshift space galaxy clustering as tests of gravity [949, 954, 983, 992–994]. A comparison of lensing and dynamical cross-power spectra ($C_{\kappa e}$ and $P_{g e}(k)$, which
is proportional to $bD_\nu$) was proposed in [992] as a model independent test of gravity. This test is in principle immune to galaxy bias, at least to first order, and can also overcome the limitation of sample variance on large scales. Thus it can be applied in the linear regime provided both multi-color imaging (for lensing) and spectroscopy (for dynamics) are available for the same sample of galaxies. With appropriate redshift binning, these spectra can constrain the ratio of metric potentials.

A recent measurement was performed in [995], comparing galaxy-velocity and galaxy-shear cross-correlations from the SDSS. They estimated $E_G \approx 0.4$, consistent with its value in GR, given by $E_G = \Omega_m(z = 0)/\beta(z)$, where $\beta$ is the logarithmic rate of growth parameter introduced above in eq. (10.50). The 20% level measurement of $E_G$ by [995] spans scales of 10-50 Mpc at redshift $z \approx 0.3$. Smaller scale versions of this comparison around galaxy and cluster halos are discussed below.

10.3 The halos of galaxies and galaxy clusters

10.3.1 Lensing and dynamical masses

![Figure 20: Enhanced velocities around clusters in modified gravity theories. For two galileon models the radial and tangential velocity dispersion profile is compared to the predictions of GR using N-body simulations [906].](image)

The comparison of the lensing and dynamical masses of galaxies and clusters is a smaller scale version of gravity tests that probe the inequality of the two metric potentials. This test is fairly unique to testing gravity, as it has little information to add in the dark energy framework. At least
three kinds of tests are available: the comparison of strong lensing with measured stellar velocity dispersions in the inner parts of elliptical galaxies [996], the virial masses of halos from weak lensing and dynamics [997], and the infall region that extends to ten or more times the virial radius [995]. The latter two tests are feasible only for massive clusters or using stacked measurements of large samples of galaxies binned in luminosity or another observable that serves as a proxy for halo mass. Figure 13 includes the tests described above as part of a wider set of tests of gravity.

In general the scale force causes the dynamical masses of halos inferred from the virial theorem or hydrostatic equilibrium can be significantly larger than the lensing (or true) masses (see, for example, [953, 997]). However, the force modifications can depend on halo mass and environment, so it is not straightforward to use dynamical and lensing masses to infer the maximal deviation in $\Phi/\Psi$. Figure 20 shows measurements from N-body simulations of the velocity dispersion outside halos [906]. The comparison with GR for two MG models shows significant deviations that are worth pursuing with observations.

Constraints on the Newtonian potential $\Psi$ on small scales are obtained using dynamical probes, typically involving galaxy or cluster velocity measurements. On sub-Mpc scales, the Virial theorem for self-gravitating systems in equilibrium can be used to constrain $\Psi$ in galaxy and cluster halos. Velocity tracers for galaxies include stars and neutral Hydrogen gas within the halos and satellite galaxies that orbit the outer parts of halos. For galaxy clusters the tracers are member galaxies and the X-ray emitting hot gas, which is also mapped using the Sunyaev Zel’dovich (SZ) effect. For relaxed clusters the hot gas is assumed to be in hydrostatic equilibrium within the gravitational potential of the halo.

An interesting test of gravity has been carried out on galactic scales. In [998] and [999] a combination of strong lensing observations in SDSS galaxies and the dynamics of stars were used to constrain the ratio of metric potentials. The resulting ratio was found to be consistent with unity, to better than 10%. While current models of MG do not predict a deviation well inside the virial radii of large galaxies, where the observations were made, it is worth noting the consistency of this relatively accurate measurement with GR.

### 10.3.2 Halo abundances and profiles

N-body simulations are used to study the nonlinear regime, i.e. once the linearized equations for the growth of perturbations break down. For MG theories, the simulations incorporate the coupling of the density field to a scalar field such as $f_R$ for $f(R)$ models. A number of papers have reported simulations that include such a coupling for both $f(R)$ and DGP gravity [395, 395–398, 1000–1002].

Two essential products from simulations are the nonlinear mass power spectrum and the mass function of galaxy and cluster sized halos [395, 397, 398, 1000–1003]. For specific models these predictions allow for comparisons to data. Figures 16 and 21 show the measured power spectra and mass functions from N-body simulations for $f(R)$ and two galileon models [951]. The simulations incorporate the transition from a modified gravity regime to GR inside massive halos, due to the
Vainshtein or chameleon mechanisms. We have the possibility of comparing these MG theories to observations in the large-scale regime via the power spectrum and within and around galaxy and cluster halos via halo profiles and the mass function. The latter are sensitive to the transition into the screened regime that depends on the screening mechanism. Thus the two regimes provide complementary probes.

The halo model provides a simple analytical way to quantify the abundance of galaxy clusters as a probe of the growth factor. At some critical threshold $\delta_c$, an evolving perturbation gravitationally collapses and virializes to form a halo. Hence, the probability of forming a halo at a given redshift is equivalent to the probability that $\delta \geq \delta_c$. Assuming Gaussian random initial conditions, one then finds that the number of collapsed objects $N$ per unit mass $dM$ and comoving volume element $dV$ is

$$
\frac{dN}{dMdV} = F(\sigma) \frac{\bar{\rho}}{M} \frac{d \sigma^{-1}}{dM},
$$

(10.52)

where $\rho_M$ is the matter density in the Universe, and $\sigma^2$ is the variance of the density perturbations evaluated at some mass scale $M$ (related to the spatial scale $R$ by $M = (4\pi/3)R^3\bar{\rho}$). Here $F(\sigma)$, the fraction of mass in collapsed objects, is calibrated from simulations, with its functional form originally motivated by the statistics of the initial Gaussian field of density fluctuations. Since $F(\sigma)$ depends only on the linear density field via $\sigma^2 = [D^2(a)/D^2(a_0)]\sigma_0^2$, the abundance of galaxy clusters is explicitly dependent on the growth history of the Universe. (See [1004] for more details.)

The mass function of cluster sized halos in MG theories can show strong deviations from GR due to enhanced gravitational forces from the coupling with the scalar field. Figure 21 shows the...
fractional deviations in the mass function for $f(R)$ and DGP models [395, 397, 1000, 1001]. For $f(R)$ models significant departures from GR may occur if the scales involved in forming clusters are smaller than the Compton wavelength of the scalar $f_R$ but larger than the scale of chameleon effects that screen halos from the modified forces and drive the theory to GR. Theoretical predictions require careful treatment of spherical collapse in MG theories as screening effects are dependent on the halo mass and the environment [997].

For cluster masses approaching $10^{15} M_\odot$, the deviations are significant, from enhancements of tens of percent for $f(R)$ to about a factor of 2 for DGP models (note that the DGP model shown in Figure 21 is the normal branch of DGP, which has enhanced forces, similar to $f(R)$ gravity). These departures are driven by the deviation in the linear growth rate on a scale of $\sim 10$ Mpc, coupled with the exponential dependence of the mass function at the high mass end. In addition, the mass inferred from dynamical measurements differs from the true (lensing) mass for unscreened halos; this amplifies the deviations in the mass function as shown by the upper set of curves in Figure 21. The resulting observational constraints are summarized next.

The abundance of galaxy clusters from X-ray observations has been used to constrain the growth factor [909] and hence specific $f(R)$ models [896]. The mass function can be significantly enhanced at large masses for $f(R)$ and DGP models (see discussion in the previous sub-section). Using information about the mass function requires nonlinear regime model predictions that include chameleon dynamics, hence the constraints are specific to particular models. In [896] the Compton wavelength was constrained to be smaller than $\sim 50$ Mpc, or equivalently, the present day field amplitude to be $f_{R0} < 2 \times 10^{-4}$ for a particular $f(R)$ model. A more recent analysis in [1005] combines large-scale structure information with galaxy cluster abundances to find comparable constraints.

## 11 Summary and outlook

<table>
<thead>
<tr>
<th>Test</th>
<th>Length Scale</th>
<th>Theories Probed</th>
<th>Current Status and Prospects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth vs. Expansion</td>
<td>100Mpc-1Gpc</td>
<td>GR + smooth dark energy</td>
<td>10% accuracy (2-4%(^1))</td>
</tr>
<tr>
<td>Lensing vs. Dynamical mass(^2)</td>
<td>0.01-100Mpc</td>
<td>Test of GR</td>
<td>20% accuracy(^3) (5% )</td>
</tr>
<tr>
<td>Astrophysical Tests</td>
<td>0.01AU-1Mpc</td>
<td>MG Screening Mechanisms</td>
<td>$\sim 10%$ (Up to 10× improvement)</td>
</tr>
<tr>
<td>Lab and Solar System Tests</td>
<td>1mm-1AU</td>
<td>PPN $\rightarrow$ MG parameters(^4)</td>
<td>Constraints are model dependent, (Up to 10× improvement)</td>
</tr>
</tbody>
</table>

Table 2: Experimental tests of gravity and dark sector couplings, from mm to Gpc scales. A rough guide to the experimental accuracy is given, comparing current accuracy with improvements expected in the next decade (see text for details.) Footnotes: 1. Combined constraints from BAO, SN, WL, Clusters, RSD and CMB lensing. 2. The test can be done over a range of scales: using strong lensing and stellar velocities inside galaxies, to cosmological scales using cross-correlations. 3. On scales where MG signatures are expected [995]. 4. Also tests dark sector couplings.

We have described experimental probes of gravity that span laboratory to cosmological scales,
and a diverse set of environments. Most of the tests are based on observations below redshifts $z \sim 1$, although a test of the Friedman equation is provided by the early universe as well.

Cosmological tests of gravity rely on combining probes of the expansion history with the growth of structure. In the literature so far the observations that have been most effectively used for the distance-redshift relation are: CMB, SNIa and BAOs; and for the growth of structure: the CMB power spectrum, ISW cross-correlations, galaxy and CMB lensing, the redshift space power spectra of galaxies, and the abundance of galaxy clusters (in the nonlinear regime). These tests show consistency with GR although the growth rate is somewhat smaller than predicted by GR-based dark energy models. Specific models that have been constrained by observations included DGP and $f(R)$ models, which are tightly constrained, and galileon models, which are at early stages of being experimentally tested.

On smaller scales constraints have been obtained via laboratory, solar system and astrophysical tests. Current tests of gravity find no indications of departures from GR. The ratio of dynamical to lensing masses have constrained the ratio of metric potentials at the ten percent level. These tests are restricted to narrow ranges in mass/length scale and redshift, but upcoming surveys will improve on the regimes tested and the precision of the tests. In the nearby universe stellar evolution and the dynamics and morphology of different tracers of galaxies have been used to test for the scalar force in MG theories. The tightest experimental limits on chameleon and symmetron theories come from this class of tests. Astrophysical tests are at an early stage of development, but they represent significant progress in both theory and observational analysis—a decade ago virtually no tests of GR were available on astrophysical scales.

How do we integrate the information from this wide range of tests? And how do we plan a coordinated suite of tests for the future? These questions are the subject of ongoing research. We have given a flavor of the possibilities, but we can be sure that surprises await us—a single new experiment or idea may provide a constraint or discovery that has evaded all the other tests. This is in part due to the subtle ways in which screening mechanisms operate: the tracer and its environment can make a crucial difference in highlighting or suppressing the signature of modified gravity. That said, we summarize the current state of play briefly in Table 2.
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Appendix

A Dynamical relaxation—Weinberg’s no-go theorem

Here we consider an alluring idea—that the cosmological constant may be able to dynamically relax to a small value—and its obstructions. Most prominent among these is a celebrated no-go result of Weinberg [34]. In essence, this result says that we cannot achieve anything by tying the value of the CC to the potential of some scalar field—we must fine-tune the potential just as much as we would have had to fine-tune the bare CC.

Here we follow Weinberg’s original argument [34] (see [568] for a different take on the theorem), and consider a set-up in which we have $N$ scalar fields coupled to gravity in any way we like

$$S = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} R + S[\phi^I, g_{\mu\nu}] , \quad (A-I)$$

where $S[\phi^I, g_{\mu\nu}]$ can depend arbitrarily on $\phi^I, g_{\mu\nu}$ and their derivatives. We look for a solution where

$$\phi^I = \bar{\phi}^I = \text{constant} \quad (A-II)$$
$$g_{\mu\nu} = \eta_{\mu\nu} . \quad (A-III)$$

With such an ansatz, the Euler–Lagrange equations become very simple

$$\frac{\delta L}{\delta \phi^I} \bigg|_{g_{\mu\nu}; \phi^I = \text{const.}} = \frac{\partial L}{\partial \phi^I} = 0 \quad (A-IV)$$
$$\frac{\delta L}{\delta g_{\mu\nu}} \bigg|_{g_{\mu\nu}; \phi^I = \text{const.}} = \frac{\partial L}{\partial g_{\mu\nu}} = 0 . \quad (A-V)$$

In order for a solution to (A-IV) and (A-V) to be natural (as opposed to fine-tuned) we want the trace of the gravitational equation of motion to be satisfied automatically as a consequence of the scalar equations. Another way of saying this is that the trace of the metric equation of motion must be of the form:

$$g^{\mu\nu} \frac{\partial L}{\partial g_{\mu\nu}} + \sum_I f^I(\phi) \frac{\partial L}{\partial \phi^I} = 0 . \quad (A-VI)$$

Demanding this equation be satisfied is equivalent to demanding a particular symmetry of the Lagrangian [34]. To see this, note that the variation of the action (A-I) is

$$\delta S = \int d^4x \left( \frac{\delta L}{\delta g_{\mu\nu}} \delta g_{\mu\nu} + \sum_I \frac{\delta L}{\delta \phi^I} \delta \phi^I \right) . \quad (A-VII)$$

Actually, the theorem proved in [34] is even more general, allowing the $\phi^I$ to be tensors as well, but here we will restrict to scalars.
If we consider the variations
\[ \delta g^{\mu\nu} = \epsilon g^{\mu\nu}; \quad \delta \phi^I = \epsilon f^I(\phi), \]  
then (A-VI) implies that the action is invariant under this symmetry when the fields are taken to be constant. If we start with a Lagrangian invariant under (A-VIII), if it admits a solution \( \bar{\phi}^I = \text{const.} \) with \( \frac{\partial \mathcal{L}}{\partial \phi^I} |_{\phi = \bar{\phi}} = 0 \), then the gravitational equation will be satisfied. However, this turns out to be impossible to arrange without some degree of fine tuning.

We rewrite the \( N \) fields in terms new scalars \( \sigma^a \) (\( a = 1, \ldots, N - 1 \)) and \( \psi \) so that the symmetry transformation (A-VIII) is now
\[ \delta g^{\mu\nu} = 2 \epsilon g^{\mu\nu}; \quad \delta \sigma^a = 0; \quad \delta \psi = -\epsilon. \]  
Now, this transformation is nothing but a conformal transformation, with \( \psi \) playing the role of a dilaton. This means that when the fields are constant, the Lagrangian can be written as a function of the conformal metric
\[ \hat{g}_{\mu\nu} = e^{2\psi} g_{\mu\nu}. \]  
When all the fields are set to constants, all the curvature invariants of this metric vanish, so the on-shell Lagrangian must be of the form
\[ \mathcal{L} = \sqrt{-\hat{g}} \mathcal{L}(\sigma^a) = \sqrt{-g} e^{4\psi} \mathcal{L}(\sigma^a). \]  
However, the equation \( \frac{\partial \mathcal{L}}{\partial g^{\mu\nu}} |_{g_{\mu\nu}; \sigma^a = \text{const.}} = 0 \) implies that we must have
\[ \sqrt{-g} e^{4\psi} \mathcal{L}(\sigma^a) |_{g_{\mu\nu}; \sigma^a = \text{const.}} = e^{4\psi} V(\bar{\sigma}^a) = 0, \]  
which is clearly a fine-tuning (we are tuning the potential for the \( \sigma^a \) to have a minimum at \( V(\bar{\sigma}^a) = 0 \)).

It is worthwhile to examine the assumptions which went into this no-go theorem. First, we assumed that there were a finite number of scalar fields—it is possible that the conclusions could be avoided with an infinite number of fields, but to date this loophole has not been exploited. More promising would be to give up the assumption of constant fields; indeed, this is the loophole exploited by ‘self-tuning’ models such as [568, 771–773], where the scalar sector has non-trivial coordinate dependence.

**B Einstein gravity is massless spin-2**

As mentioned in the text, Einstein gravity is the unique low-energy theory of an interacting massless helicity-2 field. This statement has been proven by various authors [41–46]. In this Appendix, we
review this uniqueness proof. Our starting point is the action for a free massless spin-2 field at lowest order in derivatives

\[
S = -\frac{1}{2} \int d^4x \left( \Box h_{\mu\nu} - \partial_\mu \partial^\alpha h_{\alpha\nu} - \partial_\nu \partial^\alpha h_{\alpha\mu} + \partial_\mu \partial_\nu h + \eta_{\mu\nu} \left( \partial^\alpha \partial^\beta h_{\alpha\beta} - \Box h \right) \right),
\]

where the field \( h_{\mu\nu} \) has dimensions of mass. The action is invariant under the gauge transformation

\[
\delta \xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu,
\]

with gauge parameter \( \xi_\mu = \xi_\mu(x) \). These are nothing more than linearized diffeomorphisms. The equation of motion following from this action is

\[
\Box h_{\mu\nu} - \partial_\mu \partial^\alpha h_{\alpha\nu} - \partial_\nu \partial^\alpha h_{\alpha\mu} + \partial_\mu \partial_\nu h + \eta_{\mu\nu} \left( \partial^\alpha \partial^\beta h_{\alpha\beta} - \Box h \right) = 0.
\]

As a theory on its own, (B-II) is perfectly fine, but the field \( h_{\mu\nu} \) is free; let's see what happens when we try to introduce interactions by coupling it to its own energy momentum tensor. The action is schematically

\[
S \sim \int d^4x \left( h_{\mu\nu} \mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} + h_{\mu\nu} S^{(2)}_{\mu\nu} \right),
\]

where \( \mathcal{E}^{\alpha\beta}_{\mu\nu} \) is the Lichnerowicz operator and \( S^{(2)}_{\mu\nu} \) is some tensor quadratic in the field \( h \), chosen such that

\[
\frac{\delta}{\delta h_{\mu\nu}} \left( h_{\alpha\beta} S^{(2)}_{\alpha\beta} \right) = \Theta^{(2)}_{\mu\nu},
\]

where \( \Theta^{(2)}_{\mu\nu} \) is the energy momentum tensor of the quadratic action. The stress tensor can be constructed from the standard Noether procedure. The equations of motion following from this action are

\[
\mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} \sim \Theta^{(2)}_{\mu\nu}.
\]

Now, the left hand side is identically divergence-less, but the right hand side is not conserved, because \( \Theta^{(2)}_{\mu\nu} \) is not the full energy-momentum tensor for the field \( h \)—the cubic piece we added to the action also contributes! However, we may correct for this by adding a quartic piece to the action

\[
S \sim \int d^4x \left( h_{\mu\nu} \mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} + h_{\mu\nu} S^{(2)}_{\mu\nu} + h_{\mu\nu} S^{(3)}_{\mu\nu} \right),
\]

so that the equation of motion is

\[
\mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} \sim \Theta^{(2)}_{\mu\nu} + \Theta^{(3)}_{\mu\nu}.
\]

\(^{58}\)This structure is imposed upon us by demanding that our Lagrangian be manifestly Lorentz invariant, local and that it describes the two polarizations of a massless spin-2 particle. The field operator, \( h_{\mu\nu} \), is not a tensor under Lorentz transformations, rather it transforms inhomogeneously [44]

\[
U(\Lambda) h_{\mu\nu} U^{-1}(\Lambda) = \Lambda^\mu_\alpha \Lambda^\beta_\nu h_{\alpha\beta}(\Lambda^{-1} x) + \partial_\mu \xi_\nu(x, \Lambda) + \partial_\nu \xi_\mu(x, \Lambda),
\]

where the explicit form of \( \xi_\mu \) is not important. Therefore, in order to have a Lagrangian which propagates the desired degrees of freedom, we must construct it so that it both looks Lorentz invariant and is invariant under the additional transformation \( \delta h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu \), which leads us uniquely to (B-II).
where $\Theta^{(3)}_{\mu\nu}$ is stress tensor of the cubic part of the action. However, this still doesn’t fully fix the problem, because now the quartic piece we added contributes to the stress tensor. If we continue to iterate the procedure, we will end up with an infinite number of terms in the action, and the claim is that these re-sum to give Einstein gravity

$$S_{\text{EH}} \sim \int d^4x \left( h\mathcal{E}h + h \sum_{n=2}^{\infty} S^{(n)} \right) \sim \int d^4x \sqrt{-gR} . \quad (B-X)$$

This iteration procedure was performed by a shortcut in [45]. Here we will follow an equivalent, but algebraically simpler, derivation of Deser [46]. The benefit of this tack is that we will only have to perform a single iteration of the procedure in order to recover Einstein gravity. To begin, we introduce two different fields, $f^{\mu\nu}$ and $\Gamma^\alpha_{\mu\nu}$, and write the action as

$$S = \int d^4x \left( f^{\mu\nu} (\partial_\alpha \Gamma^\alpha_{\mu\nu} - \partial_\nu \Gamma^\alpha_{\mu\alpha}) + \eta^{\mu\nu} (\Gamma^\alpha_{\mu\rho} \Gamma^\rho_{\alpha\nu} - \Gamma^\alpha_{\rho\nu} \Gamma^\rho_{\mu\alpha}) \right) , \quad (B-XII)$$

where $f^{\mu\nu}$ is symmetric and $\Gamma^\alpha_{\mu\nu}$ is symmetric in its lower indices. The mass dimensions of the fields are $[f] = 1$, $[\Gamma] = 2$. This action is completely equivalent to (B-II); this can be seen from the equations of motion obtained by varying with respect to $f^{\mu\nu}$ and $\Gamma^\alpha_{\mu\nu}$.

$$\partial_\alpha \Gamma^\alpha_{\mu\nu} - \frac{1}{2} \partial_\nu \Gamma^\alpha_{\mu\alpha} - \frac{1}{2} \partial_\mu \Gamma^\alpha_{\nu\alpha} = 0 \quad (B-XIII)$$

$$\partial^\alpha f^{\mu\nu} - \partial_\mu \partial^\alpha f^{\nu\alpha} - \partial_\nu \partial^\alpha f^{\alpha\mu} - \frac{1}{2} \eta^{\alpha\beta} \partial^\alpha f^{\beta\mu} = 2\Gamma^\alpha_{\mu\nu} - \delta^\alpha_{\mu} \Gamma^\rho_{\nu\rho} - \delta^\alpha_{\nu} \Gamma^\rho_{\mu\rho} . \quad (B-XIV)$$

We take the derivative $\partial_\alpha$ of (B-XIV), and then insert the result into (B-XIII) to obtain:

$$\Box f^{\mu\nu} - \partial_\mu \partial^\alpha f^{\nu\alpha} - \partial_\nu \partial^\alpha f^{\alpha\mu} - \frac{1}{2} \eta^{\mu\nu} \Box f = 0 . \quad (B-XV)$$

Tracing over both sides, we obtain $\Box f = -2\partial_\alpha \partial_\beta f^{\alpha\beta}$. Using this fact, we see that (B-XV) and (B-IV) are equivalent after making the field redefinition

$$f^{\mu\nu} = \frac{1}{2} \eta^{\mu\nu} h - h^{\mu\nu} . \quad (B-XVI)$$

Further, we may solve for $\Gamma^\alpha_{\mu\nu}$ to obtain

$$\Gamma^\alpha_{\mu\nu} = -\frac{1}{2} \eta^{\alpha\lambda} \left[ \partial_\mu \left( f^{\nu\lambda} - \frac{1}{2} \eta^{\nu\lambda} h \right) + \partial_\nu \left( f^{\mu\lambda} - \frac{1}{2} \eta^{\mu\lambda} f \right) - \partial_\lambda \left( f^{\mu\nu} - \frac{1}{2} \eta^{\mu\nu} f \right) \right] . \quad (B-XVII)$$

---

59 Of course, this is nothing more than the linearized version of the Palatini formulation of Einstein gravity:

$$S = \frac{M^2}{2} \int d^4x \sqrt{-g} g^{\mu\nu} \left( \partial_\alpha \Gamma^\alpha_{\mu\nu} - \partial_\nu \Gamma^\alpha_{\mu\alpha} + \Gamma^\alpha_{\mu\rho} \Gamma^\rho_{\alpha\nu} - \Gamma^\alpha_{\rho\nu} \Gamma^\rho_{\mu\alpha} \right) , \quad (B-XI)$$

but for now we will pretend that we don’t know this.

60 Note that in (B-XIV), we have used the facts that $\eta^{\alpha\beta} \Gamma^\rho_{\alpha\beta} = -\partial_\rho f^{\mu\nu}$ and $\Gamma^\rho_{\mu\nu} = -\frac{1}{2} \partial_\mu f$, which can be obtained by taking various traces.
If we make the same field redefinition (B-XVI), this becomes
\[
\Gamma^\alpha_{\mu\nu} = \frac{1}{2} \eta^{\alpha\lambda} \left( \partial_{\mu} h_{\nu\lambda} + \partial_{\nu} h_{\mu\lambda} - \partial_{\lambda} h_{\mu\nu} \right),
\]
which is, of course, the linearized Christoffel symbol.

We know that \( f^\mu_\nu \) should couple to its own stress tensor, so we now want to add a term to the action that, when varied with respect to \( f^\mu_\nu \), gives the stress tensor for the action (B-XII). To do this, we must first compute the stress tensor for this action. We will do this in the normal way, by “covariantizing” the action, varying with respect to the metric and then setting it to be flat.\(^{61}\) We covariantize the action by promoting the flat metric \( \eta_{\mu\nu} \mapsto G_{\mu\nu} \). We now have to decide how \( f^\mu_\nu \) and \( \Gamma^\alpha_{\mu\nu} \) transform with respect to this metric. We choose to let \( \Gamma^\alpha_{\mu\nu} \) transform as a tensor while \( f^\mu_\nu \) transforms as a tensor density, \( \sqrt{-G} \)\(^{-1}f^\mu_\nu \). After covariantization, the action (B-XII) becomes
\[
S = \int d^4x \left( f^\mu_\nu \left( D_\alpha \Gamma^\alpha_{\mu\nu} - D_\nu \Gamma^\alpha_{\mu\alpha} \right) + \sqrt{-G}G^\mu_\nu \left( \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} \right) \right),
\]
where \( D_\alpha \) is the \( G \)-covariant derivative, so that
\[
D_\alpha \Gamma^\rho_{\mu\nu} = \partial_\alpha \Gamma^\rho_{\mu\nu} + C^\rho_{\alpha\lambda} \Gamma^\lambda_{\mu\nu} - C^\lambda_{\alpha\mu} \Gamma^\rho_{\lambda\nu} - C^\lambda_{\alpha\nu} \Gamma^\rho_{\mu\lambda},
\]
where \( C^\lambda_{\mu\nu} \) is the Christoffel symbol associated with \( G_{\mu\nu} \). The variable \( f^\mu_\nu \) that we are working with is trace-shifted, so we also want to compute the trace-shifted stress tensor
\[
\tau^\mu_\nu = T^\mu_\nu - \frac{1}{2} \eta^\mu_\nu T = \frac{\delta S}{\delta \sqrt{-G}G^\mu_\nu} \equiv \frac{\delta S}{\delta G^\mu_\nu},
\]
to couple to it. It is straightforward to vary (B-XIX), to obtain
\[
\delta S = \int d^4x \left( \frac{\delta}{\delta G^\mu_\nu} \left[ f^\mu_\nu \left( D_\alpha \Gamma^\alpha_{\mu\nu} - D_\nu \Gamma^\alpha_{\mu\alpha} \right) + \left( \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} \right) \right] \right) \delta G^\mu_\nu,
\]
which we may rewrite as [46]
\[
\delta S = \int d^4x \left( -\sigma^\mu_\nu + \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} \right) \delta G^\mu_\nu.
\]
From this we deduce that the stress tensor for the action (B-XII) is
\[
\tau^\mu_\nu = \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} - \sigma^\mu_\nu \equiv S^\mu_\nu - \sigma^\mu_\nu,
\]
\(^{61}\)You might complain that we are cheating. After all, the point is to obtain Einstein gravity from field theory without appealing to geometric notions. While we are taking a shortcut, the energy-momentum tensor we will obtain is exactly equivalent to the one which would be obtained by purely field-theoretic machinery—that is by constructing it as the conserved current associated with translation invariance using the standard Noether procedure and then symmetrizing.
where $\sigma_{\mu\nu}$ is given by \[46\]
\[
2\sigma_{\mu\nu} = \partial^\rho \left[ \frac{1}{2} \eta_{\mu\nu} \left( f^\lambda \Gamma_\lambda^\rho \Gamma_\rho^\alpha - \frac{1}{2} \Gamma_\alpha^\beta \right) + \frac{1}{2} f_{\mu\nu} \Gamma_\rho^\alpha - f_{\alpha\mu} \Gamma_\rho^\nu + \eta_{\nu\sigma} f^\beta \Gamma_\beta^\sigma \Gamma_\rho^\alpha + f^\rho \left( \eta_{\alpha\beta} \Gamma_\beta^\rho - \eta_{\sigma\nu} \Gamma_\alpha^\sigma \right) \right] + (\mu \leftrightarrow \nu) . \quad (B-XXV)
\]

The claim is then that the appropriate coupling to consider in the Lagrangian is $f^\mu\nu S_{\mu\nu}$. That is,
\[
S = \int d^4x \left( M_{Pl} \left( f^\mu\nu + \frac{1}{M_{Pl}} f^\mu\nu \right) \left[ \partial_\alpha \Gamma_\mu^\alpha - \partial_\alpha \Gamma_{\mu\alpha} \right] + \left( \eta^{\mu\nu} + \frac{1}{M_{Pl}} f^{\mu\nu} \right) \left[ \Gamma_\alpha^\rho \Gamma_\rho^\alpha - \Gamma_\rho^\alpha \Gamma_\rho^\alpha \right] \right) . \quad (B-XXVI)
\]
We have added two terms to the action, one is the coupling $f^\mu\nu S_{\mu\nu}$, the other is the total derivative $\partial_\beta \left[ \eta^{\mu\nu} \Gamma_\beta^\mu - \eta^{\beta\mu} \Gamma_\beta^\rho \right]$. In order to add these terms, it was necessary to introduce a dimensionful parameter, which we have (with foresight) called $M_{Pl}$, with units of mass. Notice that the procedure we have just carried out does not have to be iterated—the term we added to the action does not depend on $\eta_{\mu\nu}$, so if we were to covariantize and vary, we would find that it does not contribute to $\tau_{\mu\nu}$.

Therefore, all that remains is for us to derive the equations of motion for this action, and verify that they produce the equations of motion
\[
\Box f^{\mu\nu} - \partial_\mu \partial^\alpha f_{\alpha\nu} - \partial_\nu \partial^\alpha f_{\alpha\mu} - \frac{1}{2} \eta_{\mu\nu} \Box f = -\tau_{\mu\nu} . \quad (B-XXVII)
\]
This is of course guaranteed to work: note that by performing a field redefinition
\[
\sqrt{-g}g^{\mu\nu} = \eta^{\mu\nu} + \frac{1}{M_{Pl}} f^{\mu\nu} , \quad (B-XXVIII)
\]
and re-scaling $\Gamma \mapsto M_{Pl} \Gamma$ the action becomes
\[
S = M_{Pl}^2 \int d^4x \sqrt{-g}^{\mu\nu} \left( \partial_\alpha \Gamma_\mu^\alpha - \partial_\alpha \Gamma_{\mu\alpha} + \Gamma_\alpha^\rho \Gamma_\rho^\alpha - \Gamma_\rho^\alpha \Gamma_\rho^\alpha \right) , \quad (B-XXIX)
\]
which is just the first order (Palatini) formulation of Einstein gravity. The equation of motion for $\Gamma_\mu^\nu$ is
\[
\Gamma_\mu^\nu = \frac{1}{2} \delta^{\alpha\lambda} (\partial_\mu g_{\nu\lambda} + \partial_\nu g_{\mu\lambda} - \partial_\lambda g_{\mu\nu}) , \quad (B-XXX)
\]
and substituting this back into the action yields the familiar Einstein–Hilbert action
\[
S = M_{Pl}^2 \int d^4x \sqrt{-g} R . \quad (B-XXXI)
\]
It is worth emphasizing that throughout, we have only considered terms which have second derivatives. In this sense, Einstein gravity is the unique low energy theory of a Lorentz-invariant massless helicity-2 particle.
For completeness, we must also determine how $g_{\mu\nu}$ should couple to external matter. We (now) know that equation of motion for gravity plus matter fields, $\psi$, must take the form (in $M_{Pl} = 1$ units)

$$G_{\mu\nu} = \frac{\delta S_{\text{matter}}[\psi, g]}{\delta g^{\mu\nu}}.$$  \hfill (B-XXXII)

However, $g_{\mu\nu}$ couples to the total stress energy, so that we also have

$$G_{\mu\nu} = T_{\mu\nu}^{\text{matter}}.$$ \hfill (B-XXXIII)

This just implies that we can obtain $T_{\mu\nu}^{\text{matter}}$ by varying with respect to $g_{\mu\nu}$, indicating that it couples in the usual way.

C Ostrogradsky’s theorem

Here we review Ostrogradsky’s theorem, following [252]. The theorem states that for a non-degenerate Lagrangian which depends on higher derivatives, the Hamiltonian is necessarily unbounded. More precisely, all but one of the canonical momenta appear linearly in the Hamiltonian, as we will see. We will derive the theorem in the context of the classical mechanics of a single particle, but the result generalizes readily to field theory [1006, 1007]. We consider a Lagrangian which depends on the position of a point particle as a function of time, $q(t)$, and arbitrarily many time derivatives

$$L(q, \dot{q}, \ldots, q^{(N)}) ,$$ \hfill (C-I)

where $q^{(N)} \equiv \frac{d^N q}{dt^N}$. The equation of motion for this Lagrangian is then

$$\sum_{i=0}^{N} \left( -\frac{d}{dt} \right)^i \frac{\partial L}{\partial \dot{q}^{(i)}} = 0 .$$ \hfill (C-II)

If the Lagrangian is non-degenerate, this equation depends on $q^{(2N)}$ and therefore can be rewritten as

$$q^{(2N)} = f(q, \ldots, q^{(2N-1)}) .$$ \hfill (C-III)

This differential equation requires $2N$ pieces of initial data, and therefore there are $2N$ canonical coordinates. Ostrogradsky instructs us to define these as [252]

$$Q_a = q^{(a-1)} ; \quad P_a = \frac{\delta L}{\delta \dot{q}^{(a)}} = \sum_{i=a}^{N} \left( -\frac{d}{dt} \right)^{i-a} \frac{\partial L}{\partial q^{(i)}} ,$$ \hfill (C-IV)

where here by $\frac{\delta}{\delta q^{(a)}}$ we mean the Euler–Lagrange derivative with respect to $q^{(a)}$. Now, if the Lagranigan is non-degenerate, we can solve for $q^{(N)}$ in terms of the canonical coordinates, $Q_a$, and the $N$th momentum, $P_N$, as

$$q^{(N)} = F(Q_1, \ldots, Q_N, P_N) .$$ \hfill (C-V)
We then construct the Hamiltonian in the standard way via a Legendre transform

\[ \mathcal{H} = \sum_{a=1}^{N} P_a q^{(a)} - \mathcal{L} = P_1 Q_2 + P_2 Q_3 + \ldots + P_{N-1} Q_N + P_N F - \mathcal{L}(Q_1, \ldots, Q_N, F) . \]  

(C-VI)

Here we see that every momentum except possibly \( P_N \) appears linearly in the Hamiltonian, and hence it is unbounded with respect to each of these momenta. The only thing left to check is that this Hamiltonian accurately captures the dynamics of the system; that is, it should really be the Hamiltonian as we normally think of it. This is relatively straightforward; recall Hamilton’s equations

\[ \dot{Q}_a = \frac{\partial H}{\partial P_a} ; \quad \dot{P}_a = -\frac{\partial H}{\partial Q_a} . \]  

(C-VII)

Now we notice that the first of these equations tells us\(^{62}\)

\[ \dot{Q}_a = Q_{a+1} \implies Q_i = q^{(i-1)} , \]  

(C-VIII)

while the second equation tells us that

\[ P_a = \frac{\delta \mathcal{L}}{\delta q^{(a)}} . \]  

(C-IX)

The \( \dot{P}_1 \) equation then yields the Euler–Lagrange equation

\[ \sum_{i=0}^{N} \left( -\frac{d}{dt} \right)^i \frac{\partial \mathcal{L}}{\partial (q^{(i)})} = 0 . \]  

(C-X)

This confirms that the Hamiltonian generates time translations in the normal way [252].

The above discussion is rather general and abstract, so it is useful to apply the formalism to a particular example and construct the Hamiltonian explicitly, showing its unboundedness. The theory we consider is the Pais–Uhlenbeck oscillator [1008], a simple classical-mechanical example of a higher-derivative quadratic Lagrangian

\[ \mathcal{L}_{PU} = \frac{1}{2} \dddot{q}^2 - \frac{1}{2} (m_1^2 + m_2^2) \ddot{q}^2 + \frac{1}{2} m_1^2 m_2^2 q^2 . \]  

(C-XI)

This Lagrangian depends on \( q, \ddot{q}, \) and \( \dddot{q}, \) and its equation of motion is fourth-order in derivatives

\[ \dddot{q} + (m_1^2 + m_2^2) \ddot{q} + m_1^2 m_2^2 \dddot{q} = 0 . \]  

(C-XII)

This is a fourth-order equation—requiring four pieces of initial data—indicating that there are four canonical coordinates, we define them as in (C-IV) [1009–1011]

\[ Q_1 = q \quad P_1 = -\dddot{q} - (m_1^2 + m_2^2) \ddot{q} \]

\[ Q_2 = \ddot{q} \quad P_2 = \dddot{q} . \]  

(C-XIII)

\(^{62}\)This is obvious for \( a \neq N, \) but for \( a = N, \) it requires a little thought:

\[ \dot{Q}_N = \frac{\partial \mathcal{H}}{\partial P_N} = F + P_N \frac{\partial F}{\partial P_N} - \frac{\partial \mathcal{L}}{\partial F} \frac{\partial F}{\partial P_N} = F \implies q^{(N)} = F \]
Recall that the equation of motion (C-XII) depended on $\dddot{q}$, indicating the Lagrangian is non-degenerate, and we see here that we can trivially solve for $\dddot{q}$ in terms of the canonical coordinates and $P_2$. We can then construct the Hamiltonian as

$$H_{PU} = P_1 Q_2 + P_2^2 - \mathcal{L}_{PU}(Q_1, Q_2, P_2) = P_1 Q_2 + \frac{1}{2} P_2^2 + \frac{1}{2} (m_1^2 + m_2^2) Q_2^2 - \frac{1}{2} m_1^2 m_2^2 Q_1^2. \quad (C-XIV)$$

As advertised, the momentum $P_1$ appears linearly in the Hamiltonian, indicating that it is unbounded.\(^{63}\) We can also verify that Hamilton’s equations reproduce the canonical transformation (C-XIII) and that the $\dot{P}_1$ equation gives the Euler–Lagrange equation

$$\dot{P}_1 = - \frac{\partial H_{PU}}{\partial Q_2} \implies \dddot{q} + (m_1^2 + m_2^2) \ddot{q} + m_1^2 m_2^2 q = 0. \quad (C-XV)$$

D Effective field theory diagnostics

In this Appendix, we detail some of the more common pathologies at the level of the effective field theory, namely ghosts, gradient instabilities, tachyons and superluminality.

D.1 Ghosts

A common pathology of the field theories that arise from modifications of gravity is the existence of ghosts. Ghosts are fields whose quanta either have negative energy or negative norm, indicating an instability in the theory. Most commonly, ghost instabilities manifest as fields with wrong sign kinetic term

$$\mathcal{L}_{\text{ghost}} = \frac{1}{2} (\partial \chi)^2 - \frac{m^2}{2} \chi^2. \quad (D-I)$$

Of course, the sign of the kinetic term is merely a matter of convention—our choice of metric signature. However, what is dangerous is if this field is coupled to other fields with correct sign kinetic terms, for example

$$\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 - \frac{m_2^2}{2} \phi^2 + \frac{1}{2} (\partial \chi)^2 - \frac{m^2}{2} \chi^2 + \lambda \phi^2 \chi^2. \quad (D-II)$$

Since the $\chi$ particles have negative energy, the vacuum is unstable to the process $0 \rightarrow \phi \phi + \chi \chi$, which costs zero energy. This process will happen copiously (with an infinite rate), and in fact is a sign that the theory is ill-defined [96, 1012].

In constructing theories, we have to ensure that the theory is free from these ghost instabilities. Most often, ghost instabilities arise from higher derivative terms in the Lagrangian. A powerful theorem, due to Ostrogradsky [220] tells us that, in most cases, if the equations of motion are higher than second order in time derivatives, the theory will have a ghost instability (we review this theorem in Appendix C).

\(^{63}\)For proposals on how to deal with the ghost in this model, see [1010, 1011].
In theories with a ghostly field, the vacuum is unstable to rapid pair production of ghost particles and healthy particles, causing the theory to be ill-defined (See [96, 1012]).

Let us illustrate this through a simple example of a higher-derivative theory and show how it may be written as a theory of a healthy field and a ghostly field. Consider the Lagrangian

$$\mathcal{L} = -\frac{1}{2} (\partial \psi)^2 + \frac{1}{2\Lambda^2} (\Box \psi)^2 - V(\psi) ,$$

(D-III)

where $\Lambda$ is the cutoff of the effective theory. As long as we work at energies far below $\Lambda$, this theory is completely well defined. However, as we approach $\Lambda$, all of the terms we have neglected—which are suppressed by additional powers of $\partial(\text{fields})/\Lambda$—become equally important and we no longer have a well-defined expansion. Note that the equations of motion following from the Lagrangian (D-III) are fourth order. To see explicitly that this implies the system secretly has a ghost, we introduce an auxiliary field, $\chi$, as follows [215]

$$\mathcal{L} = -\frac{1}{2} (\partial \psi)^2 + \chi \Box \psi - \frac{\Lambda^2}{2} \chi^2 - V(\psi) .$$

(D-IV)

Now, the equation of motion for $\chi$ is $\chi = \Box \psi / \Lambda^2$, and substituting it back into the Lagrangian, we recover (D-III), confirming the classical equivalence between the two theories. In order to remove the kinetic mixing and diagonalize the Lagrangian, we make the field redefinition $\psi = \phi - \chi$, in terms of which the Lagrangian becomes (after integration by parts) [215]

$$\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 + \frac{1}{2} (\partial \chi)^2 - \frac{\Lambda^2}{2} \chi^2 - V(\phi, \chi) .$$

(D-V)

Now we see that the Lagrangian (D-III) is equivalent to a theory of two scalar fields, one healthy and one ghostly. It is important to note that the presence of a ghost does not necessarily spell doom for a theory; as long as the mass of the ghostly mode lies above the cutoff of the theory, we can interpret the presence of the ghost as an artifact of truncating the EFT expansion at finite order. We see that this is the case here, the mass of the ghost lies at the cutoff of the theory, so it may be possible to consistently ignore the ghost at energies far below the cutoff and appeal to
unknown UV physics to cure the ghost as we approach the cutoff.\footnote{To see how this can work, instead of introducing the auxiliary field $\chi$ as in (D-IV), consider the Lagrangian \cite{215}} What is dangerous is a theory possessing a ghost within the regime of validity of the effective theory. If this is true, the theory loses its predictive power and we cannot calculate.

### D.2 Gradient instabilities

Another pathology which often plagues effective field theories is the presence of gradient instabilities. Much in the way that a ghost instability is related to wrong sign temporal derivatives, gradient instabilities are due to wrong sign spatial gradients. To see why this is worrisome, consider the simplest (obviously non-Lorentz-invariant) example: a free scalar field with wrong sign spatial gradients

$$\mathcal{L} = \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} (\nabla \phi)^2 .$$

(D-IX)

The solutions to the equation of motion following from this Lagrangian are (in Fourier space)

$$\phi_k(t) \sim e^{\pm i k t} ,$$

(D-X)

where $k \equiv \sqrt{k^2}$. Note that the growing mode solution, $\phi \sim e^{k t}$, grows without bound, signaling an instability in the theory on a timescale

$$\tau_{\text{inst}} \sim k^{-1} .$$

(D-XI)

Therefore, the highest-energy modes contribute most to the instability. This means that the theory does not make sense, even thought of as an effective theory. In general, in a theory with a gradient instability, and a cutoff $\Lambda$, the effective theory cannot consistently describe any energy regime. For modes with $k \ll \Lambda$, the characteristic timescale is $t_k \gg \tau_{\text{inst}}$, and they will be sensitive to the instability in the theory, whereas modes with $k \gg \Lambda$ are beyond the regime of validity of our EFT. We are forced to conclude that an effective theory with a gradient instability is non-predictive.

### D.3 Tachyonic instabilities

Another instability that sometimes appears in effective theories is the presence of a tachyon. Most simply, a tachyonic instability appears as a field with a negative mass squared. Unlike the other
instabilities, the presence of a tachyon does not indicate any particular pathology in the definition of the theory, but rather is a signal that we are not perturbing about the true vacuum of the theory. For example, this is precisely what happens in the Higgs mechanism—in the Lagrangian, the Higgs field appears as a tachyon, but of course everything is well defined.

Again, we consider a toy example: a scalar field with a negative mass term

\[ \mathcal{L} = -\frac{1}{2}(\partial \phi)^2 + \frac{m^2}{2}\phi^2 \]  

(D-XII)

In the long-wavelength \((k \rightarrow 0)\) limit, the solution for the field \(\phi\) is

\[ \phi(t) \sim t^{\pm mt} . \]  

(D-XIII)

Again, the growing-mode solution indicates an instability. However, unlike last time, the timescale for this instability is independent of \(k\) and is given by the inverse mass of the field

\[ \tau_{\text{inst}} \sim m^{-1} . \]  

(D-XIV)

Therefore, if we focus on modes for which \(k \gg m^{-1}\), they will be insensitive to the fact that the system is unstable. This type of thinking is familiar from cosmology—if we go to high momenta, the modes evolve as though they are on Minkowski space and are insensitive to the cosmological evolution.

This analysis generalizes to theories with a cutoff, \(\Lambda\), in which there exists a regime \(m \ll k \ll \Lambda\), where the effective field theory is perfectly well defined, provided that there is a hierarchy between the mass, \(m\), and the cutoff of the theory.

**D.4 Analyticity, locality and superluminality**

So far, the pathologies we have discussed manifest themselves in the effective description we consider (for example, ghosts are visible in the low energy effective theory). However, there are also apparent illnesses of an effective theory which are of a more subtle nature, and indicate that a theory—completely well-defined in the IR—may secretly not admit a standard UV completion. Whether or not such pathologies are fatal then depends on whether one can make sense of the relevant theories in the UV while abandoning one or more of the usual requirements, such as Lorentz-invariance.

By far the most common sickness of this type is the presence of **superluminality** in a low-energy effective field theory. To understand why this is a problem, we note that a crucial ingredient of a Lorentz-invariant quantum field theory is **microcausality**. This property states that the commutator of two local operators vanishes for spacelike separated points as an operator statement \[1013\]

\[ [\mathcal{O}_1(x), \mathcal{O}_2(y)] = 0 ; \quad \text{when} \quad (x - y)^2 > 0 . \]  

(D-XV)

The relation to causality is fairly clear; if two operators are evaluated at points outside each others’ lightcones, they should not have an effect on each other. Indeed, in \[1014\], it was shown that (D-XV)
can be seen as a consequence of the causal structure of the theory, and hence holds for an arbitrary curved space, as long as the relevant fields have a well-defined Cauchy problem. Therefore, we immediately see that there is an apparent tension between superluminality and causality: in a theory with superluminal propagation, operators outside the light cone do not necessarily commute, indicating that the theory is secretly acausal or non-local.\footnote{Another consequence of particles which propagate with a higher velocity than gravitons is the possible presence of gravi-Cherenkov radiation\cite{1015}.}

In reality, theories which admit superluminality can be perfectly causal, but just on a widened light-cone. Consider a non-renormalizable higher derivative theory of a scalar

\[
\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 + \frac{1}{\Lambda^3} \partial^2 \phi (\partial \phi)^2 + \frac{1}{\Lambda^4} (\partial \phi)^4 + \cdots \tag{D-XVI}
\]

expanded about some background $\phi = \bar{\phi} + \varphi$. A theorem due to Leray\footnote{See page 251 of\cite{1016}.} says that the causal structure is set by an effective metric\cite{149, 1014, 1016, 1017}

\[
\mathcal{L} = -\frac{1}{2} G^{\mu \nu}(x, \bar{\phi}, \partial \bar{\phi}, \partial^2 \bar{\phi}, \ldots) \partial_\mu \varphi \partial_\nu \varphi + \cdots . \tag{D-XVII}
\]

Now, provided that $G^{\mu \nu}$ is globally hyperbolic, this theory will be perfectly causal, but in general it may have directions in which the $\varphi$ perturbations propagate outside the lightcone used to define the theory (D-XVI). On the face of it, this might not seem to be much of a worry, but it is vaguely unsettling that the Lorentz-invariant Lagrangian we wrote down secretly is not. If we think of the theory (D-XVI) as a low-energy effective field theory, it must have a UV completion at some high energy scale. However, since this theory admits superluminality, it cannot be UV completed by a Lorentz-invariant quantum field theory. Here, by Lorentz-invariant, we mean Lorentz-invariant with respect to the metric $\eta_{\mu \nu}$ used to define (D-XVI).

In many cases this heuristic reasoning can be made precise by exploiting the close relationship between Lorentz invariance and $S$-matrix analyticity. In a Lorentz-invariant quantum field theory, the $S$-matrix is an analytic function of the external momenta, except for branch cuts which correspond to the production of intermediate states and the presence of poles, which correspond to physical particles or bound states. From $S$-matrix analyticity, we can derive dispersion relations to establish the positivity of various scattering amplitudes. The connection between this approach, superluminality and UV completions of low energy theories was first explored in\cite{228} and here we summarize some of the logic.

We begin by considering the $2 \to 2$ scattering amplitude in a Lorentz-invariant theory. We focus on this amplitude, because intuitively it should have something to do with superluminality, since we can think of propagation in the effective metric (D-XVI) as a sequence of scattering processes with a background field\cite{228}. Consider the 4-point amplitude $\mathcal{A}(s, t)$, which is analytic in the $s$-plane, except for a pole at $s = 0$ and along cuts on the real axis above some threshold value $|s_*| < \infty$.\footnote{Here $s$ and $t$ are the usual Mandelstam variables, see for example\cite{1013}.} The parameter $s_*$ is the energy at which we would expect to start pair producing particles in a
scattering process (in a massive theory, this is the energy scale corresponding to the mass of the constituent particles). Considering a closed curve, $\gamma$, around $s = 0$ of radius $r < s_\star$ and using Cauchy’s integral formula, we find

$$\frac{\partial^2}{\partial s^2} A(s, t) \bigg|_{s=0} = \frac{1}{i\pi} \oint_{\gamma} ds \frac{A(s, t)}{s^3}.$$  \hfill (D-XVIII)

Now, we deform the contour into a double-keyhole contour and integrate along the cuts as in Figure 23. On the positive real axis, we obtain the discontinuity along the cut, which is the imaginary part of the analytic function $A$.\footnote{This follows from the fact that $A(s) = A^*(s^*)$, which is an assumption of S-matrix theory about how amplitudes should behave.} The integral along the cut on the negative real axis can be related to the integral on the positive side via crossing symmetry, $s \rightarrow -t - s$, to obtain

$$\frac{\partial^2}{\partial s^2} A(s, t) \bigg|_{s=0} = \frac{2}{\pi} \int_{s_\star}^{\infty} ds \left( \frac{1}{s^3} + \frac{1}{(s + t)^3} \right) \text{Im} A(s, t).$$  \hfill (D-XIX)

In order for this dispersion relation to make sense, we must make sure that the point at infinity gives no contribution to the integral. This contribution will vanish as long as the amplitude is bounded by $s^2$ as $s \rightarrow \infty$. That this is true in theories with a mass gap follows from the Froissart bound \cite{228, 1018, 1019}. Many theories of interest do not have a mass gap\footnote{In massless theories, another subtlety arises: formally $s_\star \rightarrow 0$. \textit{However}, we expect non-analyticities near $s = 0$ to show up as multi-particle states in our amplitudes; in derivatively-coupled theories, the relation (D-XIX) can still make sense at tree level: the optical theorem tells us that multi-particle states should in fact only appear at higher order in momenta. For example, in the theory of a dilaton we have $A_{1\rightarrow 2}^{2\rightarrow 2}_{\text{loop}} \sim |A_{1\rightarrow 2}^{2\rightarrow 2}_{\text{tree}}|^2 \sim (s^2 + t^2 + u^2)^2 \sim O(s^4)$, so the dispersion relation holds at tree level \cite{546, 1020}.} (for example the galileon); there are some arguments that amplitudes should be bounded similarly at infinity in these situations \cite{228}, but it is not certain.\footnote{One situation where this can be made precise is when the UV completion is a CFT. In this case, we know that} If we now look at the forward limit ($t \rightarrow 0$) of the...
expression (D-XIX), the optical theorem tells us \( \text{Im} A(s, 0) \geq 0 \), which establishes the inequality

\[
\frac{\partial^2}{\partial s^2} A(s, 0) \bigg|_{s=0} = \frac{4}{\pi} \int_s^\infty ds \left. \frac{\text{Im} A(s, 0)}{s^3} \right|_{s=0} \geq 0 .
\] (D-XX)

Therefore, in the forward limit, the 2 → 2 amplitude must display a positive \( s^2 \) contribution. This inequality holds in any Lorentz-invariant theory described by an S-matrix. This includes both local quantum field theory and perturbative string theories [228], making it a very powerful probe. Violation of this dispersion relation indicates a violation of Lorentz invariance in the theory.

We have seen that both superluminality and a violation of S-matrix analyticity indicate a violation of Lorentz invariance in a low energy effective theory. We might be tempted to posit that the relationship between these two things is tight, i.e., that superluminality always implies that the theory will violate the sum rule (D-XX), but unfortunately the relationship is somewhat more subtle. For the simplest theories, the relationship is tight, but it is possible to construct theories that admit apparently superluminal signals, but which obey (D-XX) [544, 546, 593]. Here we have only focused on the simplest dispersion relation, it is possible to extract more intricate ones using similar arguments [546, 1022, 1023]. It is generally expected that theories which admit superluminality should violate some dispersion relations, as they follow directly from Lorentz invariance and analyticity and we know that superluminal theories are secretly not Lorentz-invariant, but there is no known single dispersion relation that is always violated by a superluminal theory. In any case, in order for a low-energy effective theory to be UV-completable by a local, Lorentz invariant QFT or perturbative string theory, it must satisfy the dispersion relation (D-XX) (along with an infinite number of other ones) and it must not have superluminal signals in the effective theory.

Even the issue of whether a theory actually exhibits superluminality is somewhat subtle, as is emphasized in [594]. The superluminality that appears in e.g., (6.26) and (6.54) is in the phase velocity of perturbations:

\[
v_{\text{phase}} = \frac{\omega}{k}
\] (D-XXI)

at high energies, the amplitude scales as \( \lim_{s \to \infty} A(s, t) \sim s^{2-\epsilon} \), where \( \epsilon = 4 - \Delta > 0 \), and \( \Delta \) is the conformal weight of the fields; so the contour at infinity gives no contribution [1020–1022].
However, this is not the relevant quantity for determining causality of the theory; it is perfectly acceptable to have superluminal phase velocities (and indeed, even group velocities), so long as the front velocity is luminal. This constraint derives from demanding that the retarded propagator has support only on the future light cone, which is satisfied provided that the index of refraction \( n(\omega) \) defined through

\[
k = n(\omega) \omega ,
\]

is analytic in the upper complex plane and that its limit is \( n(\omega) \rightarrow 1 \) as \( \omega \rightarrow \infty \) \([594, 1024, 1025]\).

The phase velocity can also be written in terms of the index of refraction as

\[
v_{\text{phase}} = \frac{1}{n(\omega)} ,
\]

which implies that in order for the theory to be causal, the infinite-momentum limit of the phase velocity—or the front velocity—must be luminal \([594, 1024]\]

\[
\lim_{k \rightarrow \infty} v_{\text{phase}}(k) = v_{\text{front}} = 1 .
\]

Here we see that the causality of a theory depends on its high-energy behavior; formally the dispersion relation at infinite momentum. However, we know that as we go to high enough energies, theories which exhibit the Vainshtein mechanism become strongly-coupled, and quantum corrections become important. Therefore, in order to reliably compute the front velocity in a theory of this type, loop effects must be taken into account. The fact that a theory exhibits a superluminal dispersion relation at tree level in the Lagrangian is not sufficient to conclude that the theory is acausal. One concrete example of this type of phenomenon occurs in the context of galileon duality \([593]\). On one side of the duality, we have a free theory, where the front velocity can reliably computed to be luminal, while on the other side of the duality we have apparent superluminality. Presumably if quantum effects could be suitably re-summed, the front velocity on this side would also be 1.
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Part I

Introduction

1 The cosmological constant and its discontents

There is overwhelming observational evidence that the universe is undergoing accelerated expansion from observations of type Ia supernovae [1–12], from Cosmic Microwave Background measurements [13–22], and from detailed studies of large-scale structure [23–30]. All of the measurements are in good agreement, with all data consistent with a Λ-cold dark matter (ΛCDM) cosmology [31, 32], with a value of the cosmological constant of about \( \Lambda_{\text{obs}} \sim (10^{-3}\text{eV})^4 \).

From a theoretical viewpoint, this concordance cosmology is somewhat troubling. Expressed in Planck units—which seem to be the most natural units to use when talking about gravity—this observed cosmological constant is absurdly small

\[
\Lambda_{\text{obs}} \sim (10^{-30} M_{\text{Pl}})^4. \tag{1.1}
\]

This is the cosmological constant problem. On its own this might not seem like much of a problem; small numbers appear in various places in physics all the time. For example, the electron mass, \( m_e \sim 10^{-7} \text{ TeV} \), is quite small when measured in the units natural to the Standard Model, but this does not worry us greatly. The reason that we are comfortable with such a small parameter is that it is stable under quantum corrections—in field theory language, the small parameter is technically natural.\(^1\) What makes the cosmological constant problem particularly worrisome is that we expect a large contribution to the cosmological constant from particles that we know to exist in the Standard Model (SM). Indeed, we expect a contribution\(^2\) to the cosmological constant of the form [34]

\[
\langle T_{\mu\nu} \rangle \sim -\langle \rho \rangle g_{\mu\nu}, \tag{1.2}
\]

from quantum-mechanical processes involving SM fields. We can heuristically estimate its size by modeling SM fields as a collection of independent harmonic oscillators at each point in space and

\(^1\)We mean this in the ’t Hooft sense [33]: the theory enjoys an enhanced symmetry in the limit where the electron mass goes to zero (chiral symmetry), which tells us that quantum corrections to the electron mass must be proportional to the mass itself: \( \delta m_e \propto m_e \). So, if we set the electron mass to be small, it stays small. No such symmetry is known for the cosmological constant.

\(^2\)The form of this contribution may be deduced by noting that on flat space, Lorentz invariance forces \( \langle T_{\mu\nu} \rangle \propto \eta_{\mu\nu} \). Then, we invoke the equivalence principle to promote \( \eta_{\mu\nu} \Rightarrow g_{\mu\nu} \).
then summing over their zero-point energies:

$$\langle \rho \rangle \sim \int_0^{\Lambda_{\text{UV}}} \frac{d^3k}{(2\pi)^3} \frac{1}{2} \hbar E_k \sim \int_0^{\Lambda_{\text{UV}}} dk \ k^2 \sqrt{k^2 + m^2} \sim \Lambda_{\text{UV}}^4.$$  (1.3)

Here $\Lambda_{\text{UV}}$ is the cutoff of our theory—the energy scale up to which we can trust predictions. Most conservatively, the Standard Model has been extremely well tested up to energies around the weak scale, $\Lambda_{\text{UV}} \sim 1 \text{ TeV}$. Plugging in this value, we find a theoretical expectation for the cosmological constant to be around

$$\Lambda_{\text{theory}} \sim (\text{TeV})^4 \sim 10^{-60} \ M_{\text{Pl}}^4,$$  (1.4)

while the observed value is

$$\Lambda_{\text{obs.}} \sim M_{\text{Pl}}^2 H_0^2 \sim 10^{-60} (\text{TeV})^4 \sim 10^{-120} \ M_{\text{Pl}}^4.$$  (1.5)

This discrepancy of 60 orders of magnitude is somewhat disconcerting. Of course it could be that the bare value of the CC (the number we put in the Lagrangian) is such that it precisely cancels $\Lambda_{\text{theory}}$ to $\sim 60$ decimal places, but such a scenario appears incredibly fine-tuned.

It is this tension between theory and observation that has led to numerous attempts to explain the smallness of the observed cosmological constant. Within the standard $\Lambda$CDM paradigm, one possibility is that the value of the cosmological constant is selected via some mechanism from a distribution of values and that we live in a universe with a small value for essentially anthropic reasons—if the cosmological constant were much larger, cosmological structures could not form [34, 35]. This idea has recently seen a resurgence in the context of the string theory landscape [36–40].

In many senses, the problem posed by the accelerating universe is to the standard model of cosmology what the weak hierarchy problem is to the Standard Model of particle physics. Both are fine-tuning problems, arising because of the quantum instability of a physical scale whose existence

---

4The alert reader might complain that we have chosen to keep the leading divergence of the integral, which is sensitive to ultraviolet physics. More conservatively we could focus on the logarithmically divergent piece, which is universal and makes the most optimistic assumptions about ultraviolet (UV) physics, which would lead to $\langle \rho \rangle \sim -m^4 \log (\Lambda_{\text{UV}}/m)$. However, this does not appreciably change the results, plugging in the top quark mass $m_t \sim 0.1 \text{ TeV}$ and $\Lambda_{\text{UV}} \sim 1 \text{ TeV}$, we obtain $\Lambda_{\text{theory}} \sim (0.1 \text{ TeV})^4$.

4To some degree, this is an aesthetic judgment; ideally we would want the observed value of the CC to be “generic,” but failing that, we would settle for technical naturalness.

---

Table 1: Approximate conversion between different units and their corresponding length scales for some commonly appearing constants.

<table>
<thead>
<tr>
<th>Constant</th>
<th>HEP units (eV)</th>
<th>Planck units ($M_{\text{Pl}}$)</th>
<th>SI units (kg)</th>
<th>Length scale (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Planck mass ($M_{\text{Pl}}$)</td>
<td>$10^{27}$</td>
<td>1</td>
<td>$4 \times 10^{-9}$</td>
<td>$10^{-33}$</td>
</tr>
<tr>
<td>Weak scale ($\sim 1 \text{ TeV}$)</td>
<td>$10^{12}$</td>
<td>$10^{-16}$</td>
<td>$10^{-24}$</td>
<td>$10^{-18}$</td>
</tr>
<tr>
<td>Electron mass ($m_e$)</td>
<td>$5 \times 10^5$</td>
<td>$2 \times 10^{-22}$</td>
<td>$9 \times 10^{-31}$</td>
<td>$10^{-12}$</td>
</tr>
<tr>
<td>Electron volt (eV)</td>
<td>1</td>
<td>$4 \times 10^{-28}$</td>
<td>$2 \times 10^{-36}$</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>Hubble parameter ($H_0$)</td>
<td>$10^{-33}$</td>
<td>$10^{-60}$</td>
<td>$10^{-69}$</td>
<td>$10^{26}$</td>
</tr>
</tbody>
</table>
is directly verified through observations or experiments. However, the naturalness problem afflicting cosmology is to some degree more robust than its particle physics counterpart. Indeed, the weak hierarchy problem is a result of radiative corrections to the Higgs mass from hypothetical particles beyond the weak scale.\(^5\) However, in the case of the CC, vacuum energy contributions from known particles, such as the electron, are already problematic. Furthermore, the required solution for the CC problem is arguably more radical. While the proposed solutions to the weak hierarchy problem—for example supersymmetry or technicolor—are by no means trivial, they fit within the standard framework of local quantum field theory. On the other hand, no dynamical solution to the CC problem is possible within General Relativity (GR), as was shown by \([34]\). The argument of \([34]\) is reviewed in Appendix A.

As in particle physics, the search for a compelling resolution to the cosmological constant problem has also led to many interesting extensions to the \(\Lambda\)CDM model. However, the progress that has been made can also be seen in numerous proposals for novel physics which are interesting in their own right. In this review, we focus on these proposals, considering models of new physics in the gravitational sector and their observational consequences. Often, this program goes by the name of modified gravity. Though these models are inspired by the CC problem, we prefer to ask a subtly different and broader question: in what ways can new physics appear in the gravitational sector and how can they be tested?

Conventions: Throughout the review we will use the mostly plus metric convention \(\eta_{\mu\nu} = \text{diag}(-1,1,1,1)\) and define the reduced Planck mass by \(M^2_{\text{Pl}} = (8\pi G_N)^{-1}\). We (anti-)symmetrize with weight one, \(e.g., S(\mu\nu) = \frac{1}{2}(S_{\mu\nu} + S_{\nu\mu})\). Commas denote partial derivatives \(e.g., V,\phi = \partial_\phi V\), overdots denote derivatives with respect to coordinate time: \(\dot{a} = \partial_\tau a\) and primes refer to radial derivatives: \(\phi' = \partial_r \phi\).

2 Looking beyond \(\Lambda\)CDM

Einstein gravity is remarkably robust. It represents the unique interacting theory of a Lorentz invariant massless helicity-2 particle \([41–46]\).\(^6\) (In Appendix B, we give a self-contained derivation of this result, following Deser’s proof \([46]\).) Therefore, essentially all new physics in the gravitational sector introduces new degrees of freedom, which are typically Lorentz scalars.

The main focus of this review is to show how the interactions of these putative new fields with matter are both constraining and a source of novel physics. In particular, we will see that a number of screening mechanisms exist, allowing such fields to remain unseen by local tests of gravity. Indeed, we will take the broader point of view that, independent of the motivations provided by cosmic

---

\(^5\)Dimensional regularization, which makes optimistic assumptions about the UV physics, forbids the presence of quadratically-divergent contributions to the Higgs mass.

\(^6\)Remarkably, the assumption of Lorentz invariance is not even necessary. As shown recently in \([47, 48]\), the weaker assumption of spatial Lorentz covariance is sufficient to show that GR is the unique theory of 2 transverse, traceless degrees of freedom. This hints at Lorentz invariance being an emergent symmetry of the gravitational sector.
acceleration, if such light scalars are present in nature (arising \textit{e.g.}, from string theory or some other more fundamental theory), they must appear in some screened form, or they would have already been discovered. Before embarking on our study of this possible new physics, it is worth first exploring how the cosmological constant problem itself might find a satisfactory resolution without the addition of new degrees of freedom.

2.1 The anthropic perspective

The smallness of $\Lambda$ introduces two related, but essentially distinct, problems. The first is what is usually called the cosmological constant problem. This can be most succinctly phrased as the question: \textit{why is the observed value of }$\Lambda$ \textit{so small in Planck units?} Related to this is the question, usually referred to as the coincidence problem, which may be phrased as: \textit{why is the energy density of this CC so close to the present matter density?} It is attempting to answer one or both of these questions that has led to various proposals for new physics.

One possible solution is that the cosmological constant is just small because a universe with a larger cosmological constant would not be able to support the formation of large-scale structures and the presence of life capable of asking why the cosmological constant is so small. Weinberg famously argued that the cosmological constant should be within a few orders of magnitude of the upper bound which still allows cosmological structures to form, which is approximately $\Omega_{\Lambda}/\Omega_m \sim 10^{-100}$ \cite{34, 35}. This is of course very tantalizing, as the observed value is $\Omega_{\Lambda}/\Omega_m \sim 2^{-3}$.

For this idea to make sense, it is necessary for the underlying laws of physics to allow for multiple realizations of the universe—in time, space, or both—with different values of the cosmological constant. Recently these anthropic ideas have gained new life, particularly within the context of the string theory landscape \cite{36–40}. Roughly, the idea is that the vast number of compactifications of string theory to 4 dimensions gives rise to a rich landscape of (meta-)stable de Sitter vacua, each with a different value of the cosmological constant. Dynamical transitions between the various vacua are possible via Coleman–De Luccia tunneling \cite{49–51} and it is therefore not surprising that we find ourselves in a vacuum with a small CC, as ones with larger values of $\Lambda$ would not be hospitable to life. However, to date it has been extremely difficult to find satisfactory constructions of de Sitter space in string theory.

Even assuming that many such stable constructions exist, we are a long way from having established the anthropic explanation as the solution to the problem of cosmic acceleration. String theory remains perhaps the most promising candidate for the correct theory of quantum gravity, but it is yet to connect with testable phenomena. Eternal inflation seems to be a reasonable consequence of generic inflationary models \cite{52–56}, but it has yet to be definitively demonstrated that this effect, taking place out of the usual semi-classical regime we consider in inflation, must occur.\footnote{See \cite{57, 58} for recent cautionary takes on this question.}

If all of the above ingredients can be established, it may nevertheless prove extremely difficult to show that the anthropic explanation is the correct one, and, of course, any experimental evidence that cosmic
acceleration has a dynamical source would rule out such an answer immediately. Thus, while the
string landscape and eternal inflation provides one logical way to address the cosmological constant
problem, it would be extremely premature to abandon the search for other theoretical explanations
for cosmic acceleration.

2.2 Dynamical dark energy

Another intriguing possibility is that the ultimate value of the cosmological constant is zero, and
that cosmic acceleration is due to the potential energy of a field, with some sort of mechanism to
dynamically relax it to a small value. This notion naturally leads to models of dark energy which
invoke a slowly-rolling cosmological scalar field to source accelerated expansion, akin to cosmological
inflation [59–62].

In such models it is difficult to see how to avoid fine tuning at the same level as just tuning the
bare CC [34]. Nevertheless, these dynamical dark energy models offer the simplest extension of
ΛCDM and have been extensively studied (see for example [63–84]), and often go under the name
quintessence. For reviews and further references, see [85–92].

To understand how a field can drive cosmic acceleration, consider the action of a scalar field
minimally coupled to Einstein gravity

\[ S = \int d^4x \sqrt{-g} \left( \frac{M_{Pl}^2 R}{2} - \frac{1}{2} (\partial \phi)^2 - V(\phi) \right) . \]  

(2.1)

The stress-energy tensor for the scalar field is given by

\[ T^\phi_{\mu\nu} = \partial_\mu \phi \partial_\nu \phi - g_{\mu\nu} \left( \frac{1}{2} (\partial \phi)^2 + V(\phi) \right) . \]  

(2.2)

For a homogeneous profile, \( \phi = \phi(t) \), a cosmological scalar acts like a perfect fluid with equation
of state \( w = P/\rho \) given by

\[ w_\phi = \frac{\frac{1}{2} \dot{\phi}^2 - V(\phi)}{\frac{1}{2} \dot{\phi}^2 + V(\phi)} . \]  

(2.3)

If we want to source the observed expansion, we must have \( w_\phi \approx -1 \), which requires a very slowly-
rolling field: \( \dot{\phi}^2 \ll V(\phi) \). There has also been a lot of interest in constructing quintessence models
which can produce an equation of state of the “phantom” type \( w_\phi < -1 \) [93–106]. Similar to
natural inflation [107], it has been proposed that the flatness of the quintessence potential could be
protected by the field being a pseudo-Nambu–Goldstone boson [108, 109]. Additionally, it has been
proposed that dark energy and inflation can both be driven by the same field [110–118]

Quintessence models have a rich phenomenology; one of the more interesting phenomena is
that—by suitably choosing the potential—the energy density in the quintessence field can be made
to “track” the energy density in radiation/matter at early times and then grow to dominate the
energy budget at late times [119–126]. The canonical example of a potential that produces this
behavior is the Ratra–Peebles potential \[67\]

\[V(\phi) = \frac{M^{4+n}}{\dot{\phi}^n},\]  

where \(n > 0\) is a constant. In \([127]\), a useful division was introduced which separates quintessence theories into two types. In the first, the field is frozen by Hubble friction at early times and only recently has “thawed” and begun to roll down its potential. In these models \(w_\phi \simeq -1\) until very recently in the cosmological evolution. The second type of models consist of a scalar field which is slowing down while it rolls, causing the equation of state to approach \(w \simeq -1\) at present day and “freeze”—the tracker models discussed above are examples of this behavior. These two types of models fill out different areas in the \((w_\phi, \dot{w}_\phi)\) plane and have qualitatively different features \([128–133]\).

An important generalization of quintessence models is to theories which are derivatively-coupled: so-called \(P(X)\) models. Applications to cosmic acceleration go under the name \(K\)-essence \([134–154]\), and were first considered within the context of cosmological inflation \([155, 156]\). There have also been efforts to embed quintessence in some more fundamental theory; for example supersymmetry \([157–161]\) or string theory \([162–170]\).

Importantly, quintessence models must be very weakly coupled to matter, otherwise the scalar field will mediate a fifth force (see Section 3.1), in conflict with tests of gravity.\(^8\) Absent some symmetry principle, setting the coupling to matter to be small is a fine tuning beyond that required to make the CC itself small (which is, itself, also required here), since if the coupling is set to zero classically, it will be generated through loops albeit with its resulting value suppressed by powers of \(M_{\text{Pl}}\). In this review, we will not focus on pure quintessence models. However, the lesson that a scalar field can drive cosmic acceleration is one that we will take to heart.

### 2.3 Modifications to Einstein’s equations

Another possibility—which we will discuss only briefly—is that the CC problem may be addressed through some modification of Einstein’s equations which does not introduce new degrees of freedom. One approach along these lines is unimodular gravity \([174]\); in this theory, the determinant of the metric is fixed to be \(-1\). A starting point to understand unimodular gravity is to consider the traceless Einstein equations following Weinberg \([34]\)

\[R_{\mu\nu} - \frac{1}{4}Rg_{\mu\nu} = \frac{1}{M_{\text{Pl}}^2} \left( T_{\mu\nu} - \frac{1}{4}Tg_{\mu\nu} \right).\]  

Taking a covariant divergence and utilizing the Bianchi identity, one finds the following

\[\nabla_\mu R = -\nabla_\mu T,\]  

\(^8\)However, if the quintessence field does couple to electromagnetism, interesting experimental signatures are possible \([171–173]\).
which upon integrating yields
\[ T = -R + \Lambda , \] (2.7)
where \( \Lambda \) is an integration constant. Plugging this expression back into (2.5) yields precisely the full Einstein equations, but where \( \Lambda \) is now an integration constant, unrelated to any bare CC in the action. How then, can we derive the equations (2.5) from an action principle? In fact, if we consider the Einstein–Hilbert action coupled to matter
\[ S = \frac{M^2_{\text{Pl}}}{2} \int d^4x \sqrt{-g} R + S_{\text{matter}}[g_{\mu\nu}, \psi] , \] (2.8)
and demand that they are stationary under variations which keep the determinant fixed, we recover precisely (2.5) (see, e.g., [34]). Alternatively, the same equations can be obtained from an action where the determinant is fixed to be non-dynamical via a Lagrange multiplier (see for example [175]). It is for this reason the theory is called unimodular. It is clear that at the classical level, unimodular gravity and Einstein gravity are equivalent, making it somewhat unclear if we have made any progress toward resolving the CC problem. Further, it is not clear to what degree Einstein gravity and unimodular gravity are equivalent at the quantum-mechanical level. Nevertheless, it remains an interesting approach. For a nice introduction and survey of references, we direct the reader to [175, 176].

Another possibility is to attempt to modify the gravitational equations in a non-local way, various proposals for which have been considered in [177, 178] and [179]. One other approach is to modify Einstein’s equations by introducing auxiliary fields (see e.g. [180, 181]).

### 3 How can new physics appear?

Although no compelling mechanism has been found to date which solves the CC problem by introducing new degrees of freedom, we can robustly infer two properties they must possess. For concreteness, we assume they are scalars for the time being, which we denote collectively as \( \phi \). First, to neutralize \( \Lambda \) to an accuracy of order \( \sim H^2_0 M^2_{\text{Pl}} \sim (\text{meV})^4 \), the scalars must have a mass at most comparable to the present-day Hubble parameter,
\[ m_{\phi} \lesssim H_0 . \] (3.1)
If they were much more massive, they could be integrated out and would be irrelevant to the low energy dynamics.

Secondly, these scalars must couple to Standard Model fields since, as we saw in Section 1, SM fields contribute \( \mathcal{O}(\text{TeV}^4) \) to the vacuum energy. Another way of saying this is that the tadpole diagram shown in Figure 1 must be present in the theory. However, by unitarity, so must the exchange diagram in Figure 1. Hence \( \phi \) mediates a force between Standard Model fields, whose range is \( \sim m_{\phi}^{-1} \). Given (3.1), this is comparable to the present Hubble radius. Thus, the scalar mediates a fifth force, both at cosmological distances and within the solar system. However, gravity
Figure 1: If additional scalars are to neutralize the Standard Model vacuum energy contribution, the tadpole diagram (left) involving the scalar field (dotted line) attached to Standard Model fields (solid line) running in the loop is necessary. By unitarity, the tree-level diagram (right) with a scalar exchanged by Standard Model fields is also allowed, implying that the scalar field mediates a 5th force that must therefore be screened in the local environment.

is exquisitely well tested within the solar system (see e.g., [182, 183]) so there must necessarily be some mechanism which hides these new fields from local observations. This can be achieved through screening mechanisms, which rely on the high density of the local environment (relative to the mean cosmological density) to suppress deviations from GR. In what follows we will describe three general classes of screening mechanisms and highlight some of their characteristic properties and observational signatures.

Apart from cosmology and the cosmological constant problem, screening mechanisms are also motivated by the vast experimental effort aimed at testing the fundamental nature of gravity on a wide range of scales, from laboratory to solar system to galactic and extra-galactic scales. (For a review, see [183].) As we will see later in this review, viable screening theories often make novel predictions for local gravitational experiments. The subtle nature of these signals has forced experimentalists to re-think the implications of their data and inspired the design of novel experimental tests. The theories of interest thus offer a rich phenomenology and a spectrum of testable predictions for ongoing and near-future tests of gravity.

3.1 Screening mechanisms: force-law classification

One way to classify the different kinds of screening mechanisms is to study the connection between fields that appear in a Lagrangian and our classical physics notions of force and potential. The derivation of the force between two objects due to the scalar will naturally present some mechanisms by which we can hide this force in dense environments, like our solar system.

To begin, consider a general theory of a scalar field coupled conformally to matter:

\[
\mathcal{L} = -\frac{1}{2} Z^{\mu\nu}(\phi, \partial\phi, \ldots) \partial_\mu \phi \partial_\nu \phi - V(\phi) + g(\phi) T^\mu_\mu, \tag{3.2}
\]

where \( Z^{\mu\nu} \) schematically encodes derivative self-interactions of the field, and \( T^\mu_\mu \) is the trace of the matter stress-energy tensor.\(^9\) For non-relativistic sources, we can as usual make the replacement

\(^9\)For the purpose of this schematic argument, we assume universal coupling for simplicity. With chameleons [184,
\[ T^\mu_\nu \rightarrow -\rho. \] In the presence of a point source, \( \rho = M\delta^3(\vec{x}) \), we can then expand the field about its background solution \( \phi = \bar{\phi} + \varphi \) to obtain the equation of motion for the perturbation:

\[
Z(\bar{\phi}) \left( \ddot{\varphi} - c_s^2(\bar{\phi}) \nabla^2 \varphi \right) + m^2(\bar{\phi}) \varphi = g(\bar{\phi}) M \delta^3(\vec{x}), \tag{3.3}
\]

where \( c_s \) is an effective sound speed. In general, we have in mind that the background value \( \bar{\phi} \) is set by other background quantities, such as the local density \( \bar{\rho} \) or the Newtonian potential \( \Phi \). Neglecting the spatial variation of \( \bar{\phi} \) over the scales of interest, the resulting static potential is

\[
V(r) = -\frac{g^2(\bar{\phi}) e^{\frac{m(\bar{\phi})}{\sqrt{Z(\bar{\phi}) c_s(\bar{\phi})}}} r}{Z(\bar{\phi}) c_s^2(\bar{\phi}) 4\pi r} M. \tag{3.4}
\]

The corresponding force is therefore attractive, as it should be for scalar mediation.

Now the problem is clear: for a light scalar, and with the other parameters \( \mathcal{O}(1) \), we see that \( \varphi \) mediates a gravitational-strength long range force \( F_\varphi \sim 1/r^2 \). Local tests of GR forbid any such force to high precision. The question we are then led to ask is: How can we make this force sufficiently weak in the local environment to reproduce the successful phenomenology of Einstein gravity in the solar system, while allowing for significant deviations from GR on astrophysical or cosmological scales?\(^{10}\)

The fact that the various parameters \( g, Z, c_s \) and \( m \) appearing in (3.4) depend on the background value of the field provides a clue as to how this could work. Screening mechanisms can be understood as making each of these parameters (or a combination thereof) depend on the environment:

- **Weak coupling**: One possibility is to let the coupling to matter, \( g \), depend on the environment. In regions of high density—where local tests of gravity are performed—the coupling is very small, and the fifth force sufficiently weak to satisfy all of the constraints. For example, in regions of low density, such as in the cosmos, \( g \) can be of order unity, resulting in a fifth force of gravitational strength. Examples include the symmetron \([192–194]\) or varying-dilaton \([195, 196]\) theories.

- **Large mass**: Another option is to let the mass of fluctuations, \( m(\bar{\phi}) \), depend on the ambient matter density. In regions of high density, such as on Earth, the field acquires a large mass, making its effects short range and hence unobservable. Deep in space, where the mass density is low, the scalar is light and mediates a fifth force of gravitational strength. This idea leads quite naturally to screening of the chameleon type \([184, 185]\).

\(^{18}\) One can more generally assume different couplings to different matter species, thereby explicitly violating the weak equivalence principle. We also ignore the possibility of derivative interactions with matter, such as the disformal screening mechanism \([186–191]\).

\(^{10}\) A trivial way to approximately recover GR is of course to make the scalar-mediated force sufficiently weak on all scales, e.g., by making the coupling of \( \varphi \) to matter, \( g \), to be very small universally. This is an entirely reasonable thing to do (modulo fine-tuning) and leads to dark energy models touched upon in Section 2.2 where the dark sector does not interact significantly with visible matter. We will not dwell much on theories of this type, preferring to focus on the phenomenologically richer possibility of the scalar force being environmentally—as opposed to universally—weak.
• **Large inertia:** We may also imagine making the kinetic function, \( Z(\phi) \), large environmentally. This leads us to screening of the kinetic type, either with first derivatives becoming important [197–200], or with second derivatives being relevant [201–204]. This latter mechanism, where second derivatives are important, is also known as Vainshtein screening.

A fourth possibility suggests itself, namely screening by making \( c_s(\phi) \) very large environmentally. Putting aside the issue that this manifestly relies on superluminality, it is important to realize that (3.4) only applies to static sources. For time-dependent sources, on the other hand, the sound speed will only multiply spatial gradients and therefore screening of this type will not be very efficient.\(^{11}\) This raises a challenge, in particular, for reproducing standard cosmological evolution at early times.

### 3.2 Screening mechanisms: phenomenological classification

Another way to classify the screening mechanisms, and one we will adopt in this review, is based on the nature of the screening criterion. We distinguish three cases: i) screening set by the local field value \( \phi \); ii) screening set by the first derivative \( \partial \phi \); and iii) screening by the second derivative \( \partial^2 \phi \).

This classification is more phenomenological and better suited for astrophysical and cosmological observations.

• **Screening based on \( \phi \):** The first class of screening mechanisms correspond to scalar self-interactions being governed by a potential \( V(\phi) \). Hence, whether or not the scalar develops non-linearities depends on the local value of \( \phi \). This includes the symmetron, chameleon and dilaton screening mechanisms [184, 185, 192–194]. These are all examples of screening where the additional degrees of freedom develop weak couplings to matter, a high mass, or strong self-interactions in regions of high Newtonian potential. These are mechanisms which shut off the fifth force when the gravitational potential \( \Phi \) exceeds some critical value,

\[
\Phi \gtrsim \Lambda. \tag{3.5}
\]

A useful rule of thumb to ascertain which regions of the universe are screened or unscreened is to map out the gravitational potential smoothed on some scale.

• **Screening based on \( \partial \phi \):** The second class of screening mechanisms relies on first derivatives of the field becoming important; these are mechanisms which operate when \( \partial \phi \gtrsim \Lambda^2 \). An example of a theory of this type is \( k \)-mouflage [197, 198], but it can also be present in generic models with kinetic interactions (so-called \( P(X) \) models) [199], for example DBI can exhibit this type of screening [200]. These are mechanisms which shut off the fifth force when the local gravitational acceleration, \( \vec{a} = -\vec{\nabla} \Phi \), exceeds some critical value,

\[
|\nabla \Phi| \gtrsim \Lambda^2. \tag{3.6}
\]

\(^{11}\)Indeed, even Vainshtein screening is less efficient in the presence of sources which evolve in time. One way to understand this is by noting that time-dependent sources allow for cancellations in \( Z(\phi) \) between \( \dot{\phi} \) and \( \vec{\nabla} \phi \) terms due to the indefinite signature of the metric, making \( |Z| \) smaller than naïve estimates.
Here, the heuristic rule to ascertain which regions of the universe are screened or unscreened is to map out the gravitational acceleration smoothed on some scale. This mechanism is useful for constructing theories of MOdified Newtonian Dynamics (MOND) [205]. See [206] and references therein.

- **Screening based on $\partial^2 \phi$:** The third broad class of theories which screen relies on second derivatives of the field becoming important to the dynamics, $\partial^2 \phi \gtrsim \Lambda^3$, while higher-order derivatives remain small. Screening in these theories is essentially a variant of the Vainshtein mechanism\textsuperscript{12} [201] (see also [202, 209–213]). The best-known example of a theory exhibiting the Vainshtein mechanism is the galileon [204], which we will review and show explicitly how screening occurs around spherical sources. The Vainshtein mechanism has also been of great interest recently in connection to massive gravity, where recent theoretical developments have made it possible to write down a classically consistent nonlinear theory of a massive graviton [214–218]. This mechanism shuts off the fifth force when the local curvature or density, $R \sim \nabla^2 \Phi$, exceeds some critical value,

$$|\nabla^2 \Phi| \gtrsim \Lambda^3. \quad (3.7)$$

To determine which regions of the universe are screened or unscreened, here it is useful to map out the curvature smoothed on some scale.

One might be tempted to go further and posit a fourth class of screening mechanisms—the obvious generalization—which depends on third derivatives of the field becoming large: $\partial^3 \phi \gtrsim \Lambda^4$. But it can be seen that this notion will fail for consistency reasons. A (Lorentz-invariant) theory which has third derivatives in the action will necessarily have third (or higher) order equations of motion.\textsuperscript{13} This means that to specify initial data it will not suffice to specify only the initial configuration of the field and its first derivative, but also the second derivative of the field. This additional piece of required initial data tells us that we are propagating more than the degree of freedom associated with the scalar. This new degree of freedom generically has the wrong-sign kinetic term—there is a ghost in the theory. This notion can be formalized by going to the Hamiltonian formulation: the theory will describe more than one canonical pair of a field and its momentum, and the Hamiltonian will be unbounded from below. This classic result is known as Ostrogradsky’s theorem [220] (see Appendix C for a review).

### 3.3 Effective field theory as a unifying language

Over the last decade, the theoretical cosmology community has increasingly shifted towards the viewpoint that the effective field theory (EFT) framework offers the most promising and theoretically robust arena in which to explore extensions to the standard ΛCDM model. The basic rules of

\textsuperscript{12}This mechanism first appeared in massive gravity to resolve the van Dam–Veltman–Zakharov (vDVZ) discontinuity as the mass of the graviton is taken to zero [207, 208].

\textsuperscript{13}One loophole is to drop the assumption of Lorentz invariance [219].
effective field theory are simple: identity the low energy fields, specify the symmetries of the theory, and write down all possible terms in the action consistent with these symmetries.\textsuperscript{14} The power of EFT lies in the fact that there is typically a systematic expansion in some small parameter (often a derivative expansion) which tells us what terms we can ignore to a given order of accuracy. As the name might suggest, EFTs are only effective descriptions of low-energy physics, valid up to some energy/length scale, called the cutoff of the theory. Beyond this energy scale, the theory ceases to be predictive, and some more fundamental theory must take over to describe the physics. Typically such a high-energy parent theory is called a UV completion. Requiring such a UV completion is not a deficiency of a theory; often times at low energies or long distances some degrees of freedom are not important to the dynamics, but become important when moving to shorter distances. The EFT breaking down is just a reflection of the fact that degrees of freedom we are not keeping track of are becoming important. An illustrative example is that of hydrodynamics: at macroscopic scales, the physics of fluids is well-described by the Navier–Stokes equations, but if we attempt to describe the interactions of water molecules with these equations, we will surely fail.

Of course, not every EFT we write down is well defined, and powerful questions of theoretical consistency constrain the structure of the theory. Specifically, the theory should be ghost-free, contain no gradient instabilities, and any tachyonic ones should be understood in a sensible way. (For completeness, these pathologies are reviewed in Appendix D.) A ghost (field with wrong-sign kinetic term) spells doom for the effective field theory, unless its mass lies above the cutoff. A gradient instability (wrong-sign gradient term) is also a show-stopper—the rate of instability is of order of the cutoff, so there is no regime where the theory makes sense. A tachyon, on the other hand, can be dealt with in a systematic way—perturbations around the (unstable) vacuum offer a good effective description on time scales smaller than the inverse tachyon mass, which sets the instability time scale.

There are other, more subtle properties of an EFT which, although certainly less pathological than ghost or gradient instabilities, are generally considered to be undesirable. Namely, it is possible for a seemingly Lorentz-invariant EFT to allow superluminal propagation around certain backgrounds. Relatedly, the S-matrix may not satisfy the standard analyticity properties that follow from locality. (See Appendix D.4 for a detailed discussion of superluminality and S-matrix non-analyticity.) Superluminality by itself does not necessarily imply the existence of closed time-like curves (CTCs) and their associated pathologies. As in GR \cite{225}, there may be Chronology Protection forbidding the formation of CTCs from healthy initial conditions within the EFT description. (This has been argued to be the case for galileons in \cite{226, 227}. See \cite{149} for earlier arguments in the context of $P(X)$ theories.) But superluminality (and/or a non-analytic S-matrix) does imply that the UV completion of the EFT is non-standard, i.e., it cannot be a local quantum field theory or perturbative string theory \cite{228}.

All screening mechanisms by definition rely on a scalar field developing non-linearities in certain environments. Generically, this is triggered by higher-dimensional operators becoming large, which

\textsuperscript{14}For nice introductions to the tools and some applications of effective theories, see \cite{221–224}.
naïvely would imply a breakdown of the EFT expansion. Contrary to this naïve expectation, there are in fact examples (such as the galileons) where—in certain regimes—a subset of terms in the EFT can become large classically while all other operators remain negligible. A familiar example of this occurs in GR: gravity becomes classically non-linear at a (macroscopic) black hole horizon, but Planck-suppressed corrections to Einstein’s theory remain small. This is by no means guaranteed for the scalar theories under consideration, and successful examples, as we will see, rely on special symmetries.

Another common feature of screening mechanisms is the conformal coupling to matter, \( g(\phi)T_{\mu}^\mu \), depicted in (3.2). An immediate concern is whether this coupling will generate a large mass for \( \phi \) from matter fields running in loops. See Figure 2 for an illustration. Indeed, as is well-known from the hierarchy problem for the Higgs, scalar fields are notoriously difficult to keep light. Assuming for concreteness a linear coupling \( \xi \phi T_{\mu}^\mu / M_{Pl} \), with \( \xi \sim \mathcal{O}(1) \) for gravitational-strength mediation, the quantum correction to the scalar mass from the 1-loop diagram in Figure 2 is [229]

\[
\delta m_\phi \sim \frac{\Lambda_{UV}^2}{M_{Pl}},
\]  

(3.8)

where \( \Lambda_{UV} \) is the cutoff of the EFT. Fortunately, this mass correction is harmless, for the simple reason that \( \Lambda_{UV} \) is generally very small. Indeed, in order for \( \phi \) to become non-linear in regions of typical density \( \rho \ll M_{Pl}^4 \) requires a low strong coupling scale. In practice, we will find cutoffs ranging from \( \Lambda_{UV} \sim (1000 \text{ km})^{-1} \sim 10^{-41} M_{Pl} \) for Vainshtein to \( \Lambda_{UV} \sim \text{mm}^{-1} \sim 10^{-32} M_{Pl} \) for chameleon and kinetic screening. In all cases, \( \delta m_\phi \ll H_0 \).

Throughout the review, the effective field theories we write down are for fields which describe the background dynamics. For a general parameterization of theories of this type (albeit in the weak-field regime), see [230]. There is a complementary viewpoint where an Friedmann–Lemaitre–Robertson–Walker (FLRW) background is assumed and the effective field theory for perturbations about this background is constructed [231–238]. This effective field theory of dark energy is closely related to the effective field theory of inflation formalism [239–241].
4 Organization of the review

This review is broken into two parts that follow. In the next part we discuss the various theoretical developments that have emerged from attempts to modify gravity, motivated in part by the goal of explaining the accelerated expansion of the universe. We organize the material by the types of screening mechanisms employed, and discuss topics in discrete pieces. An effort has been made to keep the various sections self-contained in the hope that readers looking to educate themselves only about a specific topic will be able to find what they need more easily.

In the final part of the review we move on to experimental tests, categorized as to whether the relevant phenomena can be captured in the laboratory, in astrophysical systems or in cosmology. Again, the material is organized so that readers who are interested in the implications of a given test should be able to dip into the article and find what they need, without reading the whole review.

A number of technical results required for the topics in both parts are relegated to appendices, where they can be found if needed, but where their details will not distract from the main discussion. These results represent part of the “folklore” in the cosmology community and can be found scattered throughout the literature, but we felt it worthwhile to reproduce them all in one place here.

Finally, we note that there are many other reviews which overlap in varying degrees with the content of this review. For general reviews of the cosmological constant problem see [34, 86–88, 90, 91, 242–246]. There are also many reviews of various aspects of modified gravity approaches to the cosmological constant and new physics in the gravitational sector. General reviews of modified gravity are given in [247–251]. More specialized reviews include reviews of $f(R)$ gravity [252–255]; Chameleon screening [256, 257]; galileons [258–261] and massive gravity [262, 263]. For reviews of observational tests of GR and dark energy, see [182, 183] and [264, 265], respectively. A topic we do not discuss in great depth is brane-world gravity and cosmology, but reviews can be found in [266–272].

Part II

New physics in the gravitational sector: theoretical developments

There are, in principle, a number of different ways to classify modified gravity theories. In fact, it is not completely clear how to perform such a classification distinct from dark energy theories in general, since in many cases they both involve new degrees of freedom. Given this, one way to begin is with the realization that any new gravitationally coupled degrees of freedom run the risk of being ruled out by local tests of gravity unless some new physics comes into play. Thus,
it seems natural to classify theories according to the mechanism through which these new degrees of freedom are screened in the solar system, where most precision tests hold. See Section 3 for an introduction to screening.

In this Part we discuss a number of different approaches to modifying gravity organized according to this classification.

5 Screening by deep potentials: $\Phi \gtrsim \Lambda$

The first broad class of modified gravity models we will consider are those which are screened in regions of high Newtonian potential (i.e., for $\Phi$ larger than some critical value). The value of the Newtonian potential above which the field is screened is set by the parameters in the theory. Roughly speaking, theories of this type can be cast as a scalar-tensor theory

$$S = \int d^4x \sqrt{-g} \left( \frac{M_{Pl}^2}{2} R - \frac{1}{2} (\partial \phi)^2 - V(\phi) \right) + S_{\text{matter}} \left[ A^2(\phi) g_{\mu\nu}, \psi \right], \quad (5.1)$$

where $R$ is the Ricci scalar of the metric $g_{\mu\nu}$, and $V(\phi)$ is a (for now) arbitrary potential. The matter action is a functional of the Jordan-frame metric $\tilde{g}_{\mu\nu} = A^2(\phi)g_{\mu\nu}$ and the various matter fields in the theory, $\psi$. Matter fields described by $S_{\text{matter}}$ couple to $\phi$ through the conformal factor $A(\phi)$ implicit in $\tilde{g}_{\mu\nu}$. The acceleration of a test particle is influenced by the scalar field via

$$\vec{a} = -\vec{\nabla} \Phi - \frac{d \ln A(\phi)}{d \phi} \vec{\nabla} \phi = -\vec{\nabla} \left( \Phi + \ln A(\phi) \right), \quad (5.2)$$

where it is important to remember that $\Phi$ is the Einstein-frame Newtonian potential.

By suitably choosing the potential for the scalar $V(\phi)$ and its coupling to matter, $A(\phi)$, it is possible to arrange a situation where the scalar propagates freely and mediates a fifth force in regions of low Newtonian potential, but where the force is shut off in high density regions, such as in the solar system. To see how this works, we note that the equation of motion for $\phi$ following from (5.1) is

$$\Box \phi = V_{,\phi} - A^3(\phi) A_{,\phi} \tilde{T}, \quad (5.3)$$

where $\tilde{T}$ is the trace of the Jordan frame matter stress tensor, $\tilde{T} = \tilde{g}^{\mu\nu} \tilde{T}_{\mu\nu}$. Since the Jordan frame metric couples minimally to matter, it is this stress tensor that is covariantly conserved\textsuperscript{15}

$$\tilde{\nabla}_\mu \tilde{T}^{\mu\nu} = 0. \quad (5.4)$$

The gravitational part of the action is governed by the Einstein equations

$$R_{\mu\nu} - \frac{1}{2} R g_{\mu\nu} = \frac{1}{M_{Pl}^2} \left( T_{\mu\nu}^{\text{matter}} + T_{\mu\nu}^{\phi} \right). \quad (5.5)$$

\textsuperscript{15}Note that this follows straightforwardly from diffeomorphism invariance.
Taking a divergence and using the contracted Bianchi identity \((\nabla_\mu G^{\mu\nu} = 0)\) we see that the matter stress tensor in the Einstein frame is not conserved

\[
\nabla_\mu T^\mu_{\text{matter}} = \frac{A_{\phi}}{A} T_{\text{matter}} \partial^\nu \phi ,
\]

where we have used the scalar equation of motion (5.3), the fact that \(T = A^{-1} T_{\text{matter}}\), and the expression for the scalar stress-energy tensor (2.2). If we consider a non-relativistic matter source \((T_{\text{matter}} = -\rho)\), specialize to an FLRW ansatz for the metric, and define the energy density \(\rho \equiv A^{-1} T_{\text{matter}}\), the 0-component of equation (5.6) reads

\[
\dot{\rho} + 3H\rho = 0 .
\]

so this density is conserved in the Einstein frame. Defining this quantity is a useful thing to do, because in terms of \(\rho\) the equation of motion (5.3) for the scalar takes a particularly simple form in terms of an effective potential

\[
\Box \phi = V_{\text{eff}}(\phi) \quad \text{where} \quad V_{\text{eff}}(\phi) = V(\phi) + A(\phi)\rho .
\]

The crucial point here is that the matter density \(\rho\) appears in the effective potential to which the scalar \(\phi\) responds. Therefore, by suitably choosing the potential and coupling to matter, we can create a situation where the force due to the scalar field is hidden in regions of high density. In the following, we will consider two concrete realizations of this idea. The first is the chameleon mechanism, where the scalar field develops a large mass in regions of high density, and mediates a gravitational-strength force elsewhere. The other incarnation of this idea we will describe is the symmetron mechanism, where the effective potential is chosen such that the field \(\phi\) develops a nonzero vacuum expectation value in regions of low density.

### 5.1 Chameleon mechanism

We first consider the situation where a scalar field develops a density-dependent mass. This possibility was first explored in [184, 185, 273]. Heuristically, the aim is to suitably choose \(V(\phi)\) and \(A(\phi)\) such that the mass coming from the effective potential

\[
m^2_{\text{eff}}(\phi) = V_{\phi\phi}(\phi) = V_{\phi\phi}(\phi) + A_{\phi\phi}(\phi)\rho ,
\]

is small in regions of low density and large in regions of high density, hiding the force from view. Various considerations constrain the functional form of the potential \(V(\phi)\) and the coupling function \(A(\phi)\) [184, 185, 247, 274]:

- In order to have interesting effects, we want to balance the two contributions to the effective potential in (5.8). Without loss of generality, we assume that \(A(\phi)\) is monotonically increasing \((A_{\phi} > 0)\), and that \(V(\phi)\) is monotonically decreasing \((V_{\phi} < 0)\) over the relevant field values.

\footnote{Of course these conditions need only be satisfied over the field range of interest, and not globally.}
Figure 3: Sketch of the effective potential felt by a chameleon field (solid line). The effective potential is a sum of the bare potential of runaway form, $V(\phi)$ (dashed line) and a density-dependent piece, from coupling to matter (dotted line). Reproduced from [247].

- Typically, the dominant contribution to the chameleon effective mass (5.9) comes from $V(\phi)$. For stability, we therefore require $V_{,\phi \phi} > 0$ over the relevant field range.
- Finally, in order for the chameleon effective mass to increase with density, we must have $V_{,\phi \phi \phi} < 0$.

We will see later (Sec. 5.3) that chameleon field excursions, both temporally and spatially, are constrained by phenomenology to be much smaller than the Planck mass, $\Delta \phi \ll M_{Pl}$. Hence the coupling function can be well-approximated by the linear form

$$A(\phi) \simeq 1 + \xi \frac{\phi}{M_{Pl}}.$$  \hfill (5.10)

The constant $\xi$ must be positive, consistent with our aforementioned assumptions, and $\mathcal{O}(1)$ for a gravitational-strength scalar force. The linearized approximation cannot be applied to the potential $V(\phi)$, on the other hand, since this must necessarily involve a much smaller mass scale to achieve a large range in $m_{\text{eff}}$.

We will focus on a few concrete models where Chameleon screening arises, but the phenomenon is fairly general and has been extensively studied beyond the contexts we discuss [275–287]. For example, Chameleons have been extended to $K$-essence theories [288], used for inflation [289, 290] and embedded in supersymmetry and string theory [291–295].

### 5.1.1 A simple example

One potential which satisfies all of these constraints—the one originally considered in [184, 185]—is the Ratra–Peebles inverse power-law potential (2.4), which is also an example of tracker
quintessence models [123, 124]:

\[ V(\phi) = \frac{M^{4+n}}{\phi^n}, \quad (5.11) \]

where \( n > 0 \) is a constant. With the coupling function (5.10), the minimum of the effective potential lies at

\[ \bar{\phi}(\rho) \approx \left( \frac{nM^{4+n}M_{\text{Pl}}}{\xi \rho} \right)^{\frac{1}{n+1}}, \quad (5.12) \]

and the effective mass of the \( \phi \) fluctuations is given by

\[ m_{\text{eff}}^2(\rho) \approx n(n+1)M^{-4+n} \left( \frac{\xi \rho}{nM_{\text{Pl}}} \right)^{\frac{n+2}{n+1}}. \quad (5.13) \]

Here it is manifest that the effective mass is a function of the ambient density, \( \rho \), and that it increases with increasing density, exactly as desired.

The tightest constraint on the model comes from the so-called Eöt-Wash [296] laboratory tests of the inverse square law, which set an upper limit of \( \approx 50 \mu \text{m} \) on the fifth-force range, assuming a gravitational-strength coupling. (In Section 8.3 we comment more on local tests of chameleon theories.) Modeling the chameleon profile in the Eöt-Wash set-up, and taking into account that torsion-balance measurements are performed in vacuum, this constraint translates into an upper bound on \( M \) [184, 185]

\[ M \lesssim 10^{-3} \text{ eV}, \quad (5.14) \]

which, remarkably, coincides with the dark energy scale. This also ensures consistency with all known constraints on deviations from GR, including post-Newtonian tests in the solar system and binary pulsar observations [184, 185].

Figure 4: Comparison of chameleon effective potential in regions of low and high density. In regions of low density, the curvature of the potential is much shallower, corresponding to a light scalar that mediates a long range force. In regions of high density, the scalar acquires a large mass, and the force shuts off.
5.1.2 Spherically symmetric source and the thin-shell effect

In order to understand the details of how the chameleon force is suppressed in the presence of high ambient density, we solve for the field profile in the presence of a massive compact object, following [185]. We consider a spherically symmetric object with radius $R$, density $\rho_{\text{obj}}$, and total mass $M$, all of which are assumed to be constant for simplicity. Further, we imagine that this object exists in the presence of a homogeneous background of density $\rho_{\text{amb}}$. We denote by $\bar{\phi}_{\text{obj}}$ and $\bar{\phi}_{\text{amb}}$ the minima of the effective potential at the object and ambient density, respectively. Assuming that the coupling function takes the form (5.10), the scalar equation of motion (5.8) for a static and spherically-symmetric background reduces to

$$\frac{\phi''}{r} + \frac{2}{r} \phi' = V_\phi + \xi \frac{\rho}{M_{\text{Pl}}} ,$$

where the density $\rho(r)$ is given by

$$\rho(r) = \begin{cases} \rho_{\text{obj}}, & r < R \\ \rho_{\text{amb}}, & r > R \end{cases} .$$

This is a second-order differential equation, and as such we must impose two boundary conditions. The first is that the solution be regular at the origin, that is $d\phi/dr = 0$ at $r = 0$, and the second is that the field approach its ambient-density minimum $\bar{\phi}_{\text{amb}}$ as $r \to \infty$.

For a given potential, such as the inverse power-law form (5.11), one can of course resort to numerical integration. However, it is instructive to derive the general solution through simple analytical arguments [184, 185]. For a sufficiently large body—in a sense that will be made precise below—the field approaches the minimum of its effective potential deep in its interior:

$$\phi \simeq \bar{\phi}_{\text{obj}} ; \quad r < R .$$

Outside of the object, but still within an ambient Compton wavelength ($r < m_{\text{amb}}^{-1}$) away, the field profile goes approximately as $1/r$:

$$\phi \simeq \frac{A}{r} + B ; \quad R < r < m_{\text{amb}}^{-1} .$$

The constants $A$ and $B$ are fixed by boundary conditions:

- imposing $\phi \to \bar{\phi}_{\text{amb}}$ as $r \to \infty$ implies $B = \bar{\phi}_{\text{amb}}$;
- setting $\phi(R) = \bar{\phi}_{\text{obj}}$ fixes $A = -R(\bar{\phi}_{\text{amb}} - \bar{\phi}_{\text{obj}})$.

The exterior solution therefore takes the form

$$\phi \simeq -\frac{R}{r} (\bar{\phi}_{\text{amb}} - \bar{\phi}_{\text{obj}}) + \bar{\phi}_{\text{amb}} .$$

There is a nice analogy between the above solution and electrostatics [297, 298]. Indeed, since Laplace’s equation, $\nabla^2 \phi \simeq 0$, approximately holds both inside and outside the source, the body
Figure 5: Setup for the computation of the thin-shell effect of Section 5.1.2.

acts as a conducting sphere—any chameleon charge is confined to a thin shell of thickness $\Delta R$ near the surface. The surface “charge density” given by $\xi \rho \Delta R / M_{\text{Pl}}$ supports the discontinuity in field gradients, as in electrostatics:

$$
\frac{d\phi}{dr} \bigg|_{r=R_+} = \frac{\xi \rho}{M_{\text{Pl}}} \Delta R.
$$

(5.20)

Combining (5.19) and (5.20), we can then solve for the shell thickness:

$$
\frac{\Delta R}{R} = \frac{\phi_{\text{amb}} - \phi_{\text{obj}}}{6\xi M_{\text{Pl}} \Phi},
$$

(5.21)

where $\Phi \equiv M / 8\pi M_{\text{Pl}}^2 R$ is the surface gravitational potential. The exterior field profile can thus be written as

$$
\phi(r > R) \simeq - \frac{3\xi}{4\pi M_{\text{Pl}}} \frac{\Delta R M e^{-m_{\text{amb}}(r-R)}}{r} + \phi_{\text{amb}}.
$$

(screened)

(5.22)

where we have restored the Yukawa exponential factor since the field is massive. This profile is identical to that of a massive scalar of mass $m_{\text{amb}}$, except that the coupling is reduced by the thin-shell factor $\Delta R / R \ll 1$. In this case the source is said to be screened.

Clearly, the above approximations break down if $\phi_{\text{amb}} - \phi_{\text{obj}} / 6\xi M_{\text{Pl}} \Phi \gtrsim 1$. For fixed density contrast, this corresponds to a weak source (i.e., one with small $\Phi$). In this regime, the coupling is not suppressed by a thin-shell factor, and the object is said to be unscreened:

$$
\phi(r > R) \simeq - \frac{\xi}{4\pi M_{\text{Pl}}} \frac{M e^{-m_{\text{amb}}(r-R)}}{r},
$$

(unscreened)

(5.23)

This chameleon screening effect can be understood qualitatively as follows. For sufficiently massive objects, deep inside the object the chameleon will minimize the effective potential for the
interior density. Correspondingly, the mass of fluctuations of the chameleon field is large inside the object. Therefore, there is a Yukawa suppression of the contribution from the core of the object to the exterior field profile. Only a thin shell beneath the surface contributes significantly to the exterior field profile. Another way of saying this is that the chameleon field effectively only couples to a thin shell beneath the surface of an object. In contrast, gravity couples to the entire mass of the object, therefore the chameleon force on an exterior test mass will be suppressed compared to the force due to gravity. The analogy of the thin shell effect to electrostatics [297, 298] can also be exploited to compute the chameleon profile in the presence of more general distributions of matter using familiar methods.

5.1.3 Example: $f(R)$ gravity

A modification to gravity, which can exhibit chameleon screening, that has received a lot of attention is so-called $f(R)$ gravity; in these models, the Ricci scalar in the Einstein–Hilbert action is replaced by an arbitrary function of the Ricci scalar. Models involving higher curvature invariants have been interesting to theorists since early investigations by Stelle [299, 300], which showed in particular that a theory with quadratic curvature terms is renormalizable. In the context of inflation, Starobinsky wrote down a Lagrangian of the form $\mathcal{L} \sim R + R^2$ which was shown to be able to drive cosmic acceleration [301] in the early universe. In [302–304], this idea was adapted to explain the late-time acceleration of the universe, without invoking a cosmological scalar field. Since then, there have been numerous investigations involving models of this type.

As was argued in Section 2, this modification introduces an additional scalar degree of freedom—indeed, we will see that the theory is equivalent to a scalar-tensor theory [305, 306]. As such, there are various constraints on the functional form of $f(R)$, coming from theoretical considerations [307–310], cosmology [311–313] and solar system constraints [314–319]. Indeed, many of the earliest studied models were ruled out on some of these grounds, with solar system constraints being the most stringent. However, classes of models were found which are compatible with solar system constraints, essentially by invoking the chameleon mechanism to screen the additional degree of freedom [274, 320–325]. The cosmologies of various models are studied in [326–334]. Additionally, the behavior of perturbations and large-scale structure has been carefully studied in $f(R)$ gravity [335–346]. One intriguing possibility is that modifications of the $f(R)$ type could explain cosmic inflation and late-time acceleration in a unified way, which is investigated in [347–355]. It has been argued that higher-curvature theories can arise naturally from string theory under appropriate assumptions [356, 357]. Like Einstein gravity, these theories admit a Palatini formulation, which is quite subtle and has been extensively studied [180, 358–372]. Models which can cross the phantom divide and have effective equations of state $w < -1$ have been studied [373–376], along with investigations into energy conditions in $f(R)$ gravity [377–379]. In [380] it was pointed out that some models would be incompatible with the existence of relativistic stars, this issue is investigated in [381–388]. For some investigations into the quantum properties of these theories, see [389–391].
In [392], the variational principle of higher-derivative theories is examined and formulated systematically. Additionally, N-body simulations of gravitational collapse and clustering have been carried out in [393–405]. Functions of other curvature invariants have also been considered [406–410], but $f(R)$ theories are distinguished in that they (and $f$(Gauss–Bonnet) theories) do not have ghosts. For reviews of all of these topics and more, see [252–255].

The action for this modification to Einstein gravity is of the form

$$S = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} \left( R + f(R) \right) + S_{\text{matter}}[g_{\mu\nu}, \psi] , \quad (5.24)$$

where we have assumed that the matter fields, $\psi$, couple minimally to the metric $g_{\mu\nu}$, which has Ricci scalar $R$. In fact this theory is classically equivalent to a scalar-tensor theory [305, 306]. To see this, consider the alternate action

$$S = \frac{M_{Pl}^2}{2} \int d^4x \sqrt{-g} \left( R + f(\Phi) + \frac{df}{d\Phi} (R - \Phi) \right) + S_{\text{matter}}[g_{\mu\nu}, \psi] , \quad (5.25)$$

with equations of motion [245, 322, 337]\(^{17}\)

$$\nabla_\mu \nabla_\nu f_R = \frac{1}{M_{Pl}^2} T_{\mu\nu} \quad (5.26)$$

$$\Phi = R \quad (5.27)$$

where $f_R \equiv df/dR = df/d\Phi$. From equation (5.27), we see that $\Phi$ is an auxiliary field—its equation of motion is non-dynamical (it does not involve time derivatives of $\Phi$). At the classical level, we may therefore use this equation to eliminate $\Phi$ from the action and reproduce the $f(R)$ action (5.24).\(^{18}\) We also note that the trace of (5.26) can be cast as an equation for the scalar degree of freedom $f_R$:

$$\Box f_R = \frac{1}{3} \left( R + 2f - f_R R + \frac{1}{M_{Pl}^2} T \right) \equiv \frac{dV_{\text{eff}}(f_R)}{df_R} \quad (5.28)$$

where $V_{\text{eff}}(f_R)$ is an effective potential. Taking another derivative, we obtain the effective mass of the scalar $f_R$

$$m_{\text{eff}}^2(f_R) = \frac{1}{3} \left( \frac{1 + f_R}{f_{RR}} - R \right) \quad (5.29)$$

where $f_{RR} \equiv d^2f/dR^2$.

In fact the action (5.25) is nothing more than Einstein gravity plus a canonical scalar non-minimally coupled, albeit in disguise. To make this explicit, we simultaneously make a conformal transformation and a field redefinition

$$\tilde{g}_{\mu\nu} = \left( 1 + \frac{df}{d\Phi} \right) g_{\mu\nu} \quad \phi = -\sqrt{\frac{3}{2}} M_{Pl} \log \left( 1 + \frac{df}{d\Phi} \right) \quad (5.30)$$

\(^{17}\)Note that we have assumed that $f_{,\Phi} \neq 0$ in the $\Phi$ equation of motion.

\(^{18}\)In field theory language, we are integrating out $\Phi$ at tree level.
This leads to the action

$$ S = \int d^4x \sqrt{-g} \left( \frac{M_{Pl}^2}{2} \tilde{R} - \frac{1}{2} \tilde{g}^{\mu \nu} \partial_\mu \phi \partial_\nu \phi - V(\phi) \right) + S_{\text{matter}}[e^{\sqrt{2/3} \phi/M_{Pl}}, \psi], \quad (5.31) $$

where we have defined

$$ V(\phi) = \frac{M_{Pl}^2}{2} \frac{\left( \frac{\phi d f}{d \phi} - f(\phi) \right)}{(1 + \frac{df}{d\phi})^2}. \quad (5.32) $$

The action now takes the form (5.1) with $A^2(\phi) = e^{\sqrt{2/3} \phi/M_{Pl}}$, and for a suitable choice of $V(\phi)$ will exhibit chameleon screening. The potential for the scalar field is set by our choice of the function $f$, and an important thing to note is that theories that look extremely complicated in one description may be simple from the other perspective. For example, simple functions of $R$ often correspond to non-analytic potentials for the scalar $\phi$, and vice versa.

Such a modification to gravity is interesting because the additional scalar degree of freedom acts as another source in Einstein’s equations, which can drive cosmic acceleration. Indeed, specializing to an FLRW background, the Friedmann and acceleration equations take the form [245, 322, 337]

$$ H^2 + \frac{f}{6} - \frac{\ddot{a}}{a} f_R + H \dot{f}_R = \frac{1}{3M_{Pl}^2} \rho \quad (5.33) $$

$$ - \frac{\ddot{a}}{a} - f_R H^2 + \frac{f}{6} + \dot{f}_R/2 = -\frac{1}{6M_{Pl}^2} (\rho + 3P). \quad (5.34) $$

Here, when $f(R) \neq 0$, the additional contributions can be interpreted as a perfect fluid with equation of state

$$ w_{\text{eff}} = \frac{1}{3} \cdot \frac{2}{3} \left( \frac{H^2 f_R - f/6 - H f_R - \dot{f}_R/2}{-H^2 f_R - f/6 - H f_R + f_R R/6} \right). \quad (5.35) $$

By suitably choosing the functional form of $f(R)$, one can then reproduce any expansion history desired.

The function $f(R)$ in (5.24) is not a completely free function. There are various constraints on its form coming both from theoretical consistency and phenomenological viability [245]:

- In regions of high curvature, where $|R f_{RR}| \ll 1$ and $f_R \sim 0$, the equation for the mass of the scalar (5.29) reduces to

$$ m_{\text{eff}}^2(f_R) \approx \frac{1}{3 f_{RR}}. \quad (5.36) $$

In order to avoid tachyons, we must have $f_{RR} > 0$ in this regime [308, 310, 337].

- To keep the graviton from becoming a ghost, we must have $1 + f_R > 0$ everywhere [306].

- Gravitation is very well-tested in the early universe through, for example, primordial nucleosynthesis, and so we would like to recover Einstein gravity at early times (high curvatures). Formally, this means we must have

$$ \frac{f(R)}{R} \to 0 \quad \text{and} \quad f_R \to 0 \quad \text{as} \quad R \to \infty. \quad (5.37) $$
Since we have $f_{RR} > 0$ everywhere, $f_R$ must approach 0 from below as $R \to \infty$ so $f_R$ is a monotonically increasing negative function, $f_R < 0$ \cite{245, 322}.

- Finally, we want to satisfy solar system constraints on fifth forces. In order for this to be true, we must have $|f_R| \ll 1$ in the present universe. This is because this quantity is what sources the fifth force \cite{185}. In \cite{322} the bound of $|f_R| \lesssim 10^{-6}$ was obtained. We will discuss more stringent bounds later on.

With these constraints in mind, two well-studied choices for the form of the function $f(R)$ are the \textit{Hu–Sawicki} model \cite{322}\footnote{We have adopted the conventions of \cite{247} for the HS model, which takes $M^2 = m^2/c_2^{1/n}$ and $a = c_1 c_2^{1/n-1}$ relative to \cite{322}.}

\begin{equation}
    f(R) = -\frac{aM^2}{1 + \left(\frac{R}{M^2}\right)^{-\alpha}},
\end{equation}

and the \textit{Starobinsky} model \cite{323}

\begin{equation}
    f(R) = aM^2 \left[ 1 + \frac{R^2}{M^4} \right]^{\frac{\alpha}{2}} - 1,
\end{equation}

where both $a, \alpha > 0$. The cosmologically relevant regime is $R \gg M^2$, where both models take the same form \cite{247}

\begin{equation}
    f(R) \approx aM^2 \left[ \left(\frac{R}{M^2}\right)^{-\alpha} - 1 \right].
\end{equation}

For completeness, we note that in the Einstein frame, this corresponds to a potential for the scalar of the form \cite{247}

\begin{equation}
    V(\phi) \approx \frac{a}{2} M^2 M_{Pl}^2 \left[ 1 - (\alpha + 1) \left( \sqrt{\frac{2}{3}} \frac{1}{a\alpha} \frac{\phi}{M_{Pl}} \right)^{\frac{\alpha}{1+\alpha}} \right].
\end{equation}

### 5.2 Symmetron mechanism

Another method of screening long range forces is to weaken the coupling to matter in regions of high density or Newtonian potential. One way of doing this is the \textit{symmetron} mechanism \cite{192, 411}, in which the coupling of the scalar to matter is proportional to the vacuum expectation value (VEV) of the field. (For earlier related work, see \cite{193, 194}.) The effective potential is chosen so that the field acquires a nonzero VEV in low-density regions, but the symmetry is restored in high density regions. Therefore, in such high density regions, the field has zero VEV and so does not couple to matter. In regions of low density, the field spontaneously breaks some symmetry and acquires a VEV, allowing it to couple to matter and mediate a force. The cosmology of this theory is studied in \cite{411}, while perturbations and large-scale structure are examined in \cite{412–415}. For N-body simulations of the matter power spectrum and halo mass function, see \cite{416, 417}. If the symmetron couples to electromagnetism, there can be interesting signatures of cosmological domain walls \cite{418, 419}. Symmetron fields have also been used for inflation \cite{420}.
5.2.1 A $\mathbb{Z}_2$ example

Here we consider the simplest incarnation of this mechanism, studied in [192]: a $\mathbb{Z}_2$-symmetric action of the symmetry-breaking form

$$ S = \int d^4 x \sqrt{-g} \left( \frac{M_{Pl}^2}{2} \mathcal{R} - \frac{1}{2} (\partial \phi)^2 + \frac{\mu^2}{2} \phi^2 - \frac{\lambda}{4} \phi^4 \right) + S_{\text{matter}} \left[ \left( 1 + \frac{1}{2M^2} \phi^2 \right)^2 g_{\mu\nu}, \psi \right]. $$

(5.42)

Clearly, this is of the form (5.1) with the potential

$$ V(\phi) = -\frac{\mu^2}{2} \phi^2 + \frac{\lambda}{4} \phi^4, $$

(5.43)

and the coupling to matter given by

$$ A(\phi) = 1 + \frac{1}{2M^2} \phi^2 + O \left( \frac{\phi^4}{M^4} \right). $$

(5.44)

Here, $M$ is some high mass scale, so that the terms we have ignored are negligible ($\phi \ll M$). It is then clear from (5.8) that the effective potential felt by $\phi$ in the presence of a non-relativistic source is given by

$$ V_{\text{eff}}(\phi) = \frac{1}{2} \left( \frac{\rho}{M^2} - \mu^2 \right) \phi^2 + \frac{\lambda}{4} \phi^4. $$

(5.45)

So we see that $\rho$ acts precisely like an effective mass! Whether or not the $\mathbb{Z}_2$ symmetry is spontaneously broken depends on the ambient matter density. In regions of low density, the symmetry is spontaneously broken and $\phi$ acquires a vacuum expectation value

$$ \bar{\phi} = \sqrt{\frac{\mu^2}{\lambda}}. $$

(5.46)

However, in regions of high density, $\rho \gg M^2 \mu^2$, and the symmetry is restored. The key insight here is that the force due to $\phi$ is mediated by fluctuations about these background values ($\phi = \bar{\phi} + \delta \phi$). Since it is quadratic in $\phi$, the coupling to matter is proportional to the vacuum expectation value:

$$ \frac{\phi^2}{M^2 T} \sim \frac{\delta \phi}{M^2} \rho. $$

(5.47)

Therefore in high density regions, where $\phi$ has no VEV, the fluctuations $\delta \phi$ do not couple to matter! Thus, $\phi$ does not mediate a fifth force in these regions.

The symmetron has a thin-shell effect similar to that of the chameleon [192]. Consider once again the ideal case of a static, spherically-symmetric source of homogeneous density $\rho > \mu^2 M^2$. For simplicity, we assume that the object lies in vacuum, so that the symmetron tends to its symmetry-breaking VEV far away: $\phi \to \bar{\phi}$ as $r \to \infty$.

For a sufficiently massive source, in a sense that will be made precise shortly, the solution has the following qualitative behavior. Deep in the core of the object, the symmetron is weakly coupled to matter, since the matter density forces $\phi \approx 0$ there. Near the surface, meanwhile, the field...
must grow away from $\phi = 0$ in order to asymptote to the symmetry-breaking VEV far away. The symmetron is thus weakly coupled to the core of the object, and its exterior profile is dominated by the surface contribution. In other words, analogously to chameleon models, there is a thin-shell screening effect suppressing the symmetron force on an external probe.

Explicit calculations show that whether screening occurs or not depends on the parameter \[ \alpha \equiv \frac{\rho R^2}{M^2} = \frac{M_{\text{Pl}}^2}{M^2} \Phi. \] (5.48)

Objects with $\alpha \gg 1$ display thin-shell screening, and the resulting symmetron-mediated force on a test particle is suppressed by $1/\alpha$ compared to the gravitational force. Objects with $\alpha \ll 1$, on the other hand, do not have a thin shell—the symmetron gives an $\mathcal{O}(1)$ correction to the gravitational attraction in this case.

### 5.2.2 Dilaton screening

A third type of density-dependent screening mechanism, which we will mention only briefly here, is the environmentally-dependent dilation mechanism of [195, 196]. Conceptually, this mechanism is similar to the symmetron, but here the potential and coupling to matter are given by

\[ V(\phi) = V_0 e^{-\phi/M_{\text{Pl}}}, \quad \text{and} \quad A(\phi) = 1 + \frac{1}{2M} (\phi - \phi_*)^2. \] (5.49)

In dense regions, where $\phi \approx \phi_*$, the coupling to matter is negligible, while in low density regions the field $\phi$ mediates a gravitational-strength force.

### 5.3 Cosmological effects

A general limitation of the chameleon, symmetron and varying-dilaton mechanisms discussed in this Section—and more generally of any mechanism whose screening condition is set by the local Newtonian potential—is that the range of the scalar-mediated force on cosmological scales is bounded:

\[ m_{\text{cosmo}}^{-1} \lesssim \text{Mpc}. \] (5.50)

Hence, these mechanisms have negligible effect on density perturbations on linear scales today. Correspondingly, the deviation from the $\Lambda$CDM background cosmology due to the scalar energy density is negligible. That said, these mechanisms remain interesting as a way to hide light scalars suggested by fundamental theories. The way to test these theories is to study small scale phenomena, as we will review below.

The bound (5.50) on the Compton wavelength was shown in detail and under very general conditions in [421]. We sketch the proof for the simplest case of the chameleon theory discussed in Section 5.1.2 with monotonically-decreasing $V(\phi)$ and $\xi \sim \mathcal{O}(1)$. The starting point is to require that the Milky Way galaxy be screened:

\[ \frac{\phi_0}{6M_{\text{Pl}}\Phi_{\text{MW}}} \lesssim 1, \] (5.51)
where \( \phi_0 \) is the present cosmological value of the chameleon, and where we have assumed the coupling is \( \xi \sim \mathcal{O}(1) \). Clearly, this should be a necessary condition to satisfy local tests of gravity. Since the gravitational potential of the Milky Way is \( \Phi_{MW} \sim 10^{-6} \), this implies a bound on the field excursion on cosmological scales:

\[
\phi_0 \lesssim 10^{-6} \, M_{Pl}.
\]  

(5.52)

On the other hand, consider the scalar evolution equation on cosmological scales:

\[
\ddot{\phi} + 3H \dot{\phi} = -V_{,\phi} - \xi \frac{\rho}{M_{Pl}}.
\]  

(5.53)

The source term \( \sim \rho/M_{Pl} \) exerts a significant pull on the chameleon. If left unabated, it would drive the field over a distance \( \sim M_{Pl} \) in a Hubble time, in conflict with (5.52). Of course, this is prevented by the potential term, provided that

\[
V_{,\phi} \simeq -\xi \frac{\rho}{M_{Pl}}.
\]  

(5.54)

This condition must hold at least for a Hubble time, over which time the density changes by

\[
\Delta \rho \sim H_0^2 M_{Pl}^2.
\]

Using the relation \( m_{\text{cosmo}}^2 = V_{,\phi\phi} \), we have

\[
\Delta V_{,\phi} \simeq m_{\text{cosmo}}^2 \Delta \phi \sim H_0^2 M_{Pl}.
\]  

(5.55)

From (5.52), it follows that \( \Delta \phi \lesssim 10^{-6} \, M_{Pl} \), and hence

\[
m_{\text{cosmo}}^{-1} \lesssim 10^{-3} H_0^{-1} \sim \text{Mpc},
\]  

(5.56)

as advertised. This bound was also derived in [422] using slightly different arguments.\(^{20}\)

The bound of \( 10^{-6} \, M_{Pl} \) on the field excursion also implies that the scalar energy density must be negligible, modulo a cosmological constant contribution. Indeed, using \( \dot{\phi} \sim \phi_0 H_0 \), the kinetic energy is suppressed:

\[
\Omega_{\text{kin}} \sim \frac{\dot{\phi}^2}{H_0^2 M_{Pl}^2} \sim \frac{\phi_0^2}{M_{Pl}^2} \lesssim 10^{-12}.
\]  

(5.57)

The potential energy (ignoring a constant contribution) is also suppressed:

\[
\Omega_{\text{pot}} \sim \frac{|\Delta V|}{H_0^2 M_{Pl}^2} \sim \frac{|V_{,\phi}\Delta \phi|}{H_0^2 M_{Pl}^2} \sim \xi \frac{\rho \phi_0}{H_0^2 M_{Pl}^3} \lesssim 10^{-6},
\]  

(5.58)

where we have used \( \rho \sim H_0^2 M_{Pl}^2 \). Thus the expansion history is indistinguishable from the \( \Lambda \)CDM model. A related fact is that the conformal factor \( A(\phi) \simeq 1 + \xi \frac{\phi}{M_{Pl}} \) relating the Einstein-frame and Jordan-frame metrics is approximately constant:

\[
\frac{\Delta A}{A} \sim \frac{\Delta \phi}{M_{Pl}} \lesssim 10^{-6}.
\]  

(5.59)

(This confirms the claim made earlier, and justifies the linear approximation of (5.10) for chameleons.) This precludes the possibility of self-acceleration, i.e., acceleration not due to a form of dark energy, but instead from a varying conformal factor [421].

\(^{20}\)For a similar argument in the context of the symmetron, see [423].
5.4 Radiative stability: 1-loop considerations

While much of the work on chameleon theories has focused on their classical description, it is crucial to understand the robustness of the screening mechanism to quantum corrections. At first sight, this question appears to be trivial: chameleons couple to matter fields and gravitons, hence matter or graviton loops should generate quadratically-divergent radiative corrections to the chameleon mass: $\Delta m_{\text{eff}} \sim \Lambda_{\text{UV}}^2/M_{\text{Pl}}^2$. However, as we will see below, the cutoff $\Lambda_{\text{UV}}$ is generally so small ($\Lambda_{\text{UV}} \sim \text{meV}$) that these corrections are completely negligible.

Following [229] we focus on quantum corrections due to the one-loop Coleman–Weinberg correction (see, for example, [424]):

$$\Delta V(\phi) = \frac{m_{\text{eff}}^4(\phi)}{64\pi^2} \ln \left( \frac{m_{\text{eff}}^2(\phi)}{\mu^2} \right),$$  \hspace{1cm} (5.60)

where $\mu$ is an arbitrary mass scale. Since this correction grows with increasing chameleon mass as $m_{\text{eff}}^4$, it is immediately clear that quantum corrections can present problems for chameleon theories. Chameleon screening of fifth forces operates by increasing $m_{\text{eff}}$, so quantum corrections must become important above some effective mass. On the other hand, laboratory measurements place a lower bound on the effective mass. This causes tension between a model’s classical predictivity and the predictions that it makes. Viable chameleons must tiptoe between being heavy enough to avoid fifth force constraints and remaining light enough to keep quantum corrections under control.

Quantitatively, it is possible to derive the following model-independent bound on the Compton
wavelength $m_{\text{eff}}^{-1}$ at laboratory density in order for quantum corrections to be under control:

$$m_{\text{eff}} \lesssim \left( \frac{48\pi^2 \xi^2 \rho_{\text{lab}}^2}{M_{\text{Pl}}^2} \right)^{\frac{1}{6}} = 0.0073 \left( \frac{\xi \rho_{\text{lab}}}{10 \ \text{g cm}^{-3}} \right)^{\frac{1}{3}} \text{eV}. \quad (5.61)$$

Remarkably, this bound holds quite generally, independent of the detailed form of $V(\phi)$. For gravitational coupling ($\xi \sim 1$) and typical densities, this mass scale is close to the dark energy scale of $\rho_\Lambda^{1/4} = 0.0024 \text{eV}$. This results from the numerical coincidence that $(\rho_{\text{lab}}/M_{\text{Pl}})^{4/3} \sim \rho_\Lambda$. Most importantly, the Compton wavelength corresponding to this maximum mass, $0.027(\xi \rho_{\text{lab}}/10 \ \text{g cm}^{-3})^{-1/3} \text{mm}$, is comparable to the length scales probed by the smallest-scale torsion pendulum experiments.

This tension is shown in Figure 6, reproduced from [229]. The Eötvös-Wash constraint [425] assumes Yukawa potentials (with constant mass $m$). To translate these Yukawa constraints to the chameleon case, [229] made the conservative approximation of substituting for $m$ the maximum chameleon mass achieved in the experimental set-up. This is conservative because the range of the chameleon-mediated force is in actuality longer in parts of the experiment, which should result in a tighter constraint. This is shown explicitly for a $\phi^4$ potential as the dashed curved in Figure 6—the excluded region widens, as expected, but still leaves a narrow window of allowed models. An improvement of a factor of $\approx 2$ in the Yukawa range could close the gap and eliminate all chameleon theories around $\xi = 1$ whose quantum corrections are under control.

### 6 Screening with higher-derivative interactions: $\partial \phi; \partial^2 \phi \gtrsim \Lambda$

As we discussed earlier, around a particular background the behavior of new degrees of freedom—be they new fields, or part of the metric—can be captured in the effective field theory formalism. In the previous Section, we studied terms that either self-couple such fields, or couple them in nontrivial ways to matter, and showed how the naïve dynamics can be substantially altered in regions of high density. In this subsection we explore the other logical possibility.

In the effective Lagrangian, the only other types of terms that are generated beyond self couplings and couplings to matter are those terms involving derivatives of the new fields. When we write down our first field theories, we immediately encounter the simplest example of such a term as the kinetic term that is a quadratic term in derivatives of the field, and thus generates the evolution part of the resulting second order equations of motion. Indeed, even before thinking of field theories, it is the presence of the kinetic energy term in the Lagrangian for a point particle that gives rise to the acceleration part of $F = ma$.

At first glance, there is a multitude of Lorentz-invariant terms involving derivatives that could form an infinite sequence of contributions to the effective theory just as, for example, higher and higher powers of fields are possible in the potential and coupling parts of the theory. However, there are two important reasons that—in many cases—such terms are not expected to be important. The first reason is simply the point of the effective field theory approach. Kinetic terms are already marginal operators in the Lagrangian, and any higher powers of them must therefore be irrelevant.
operators, and as such will come suppressed by an appropriate power of the UV cutoff of the theory, $\Lambda$. Since effective field theories are useful within their regimes of validity (organized as an expansion in energy over the cutoff), it is easy to see that, in general, whenever such higher order terms become important—that is $E/\Lambda \sim 1$—the entire infinite tower of such terms becomes equally important, and the field theory will break down.

The second reason that theorists are wary of Lagrangians with higher order derivatives is because, as we have mentioned before, in general if we go beyond first derivatives in the action, then, aside from a few special cases (that we will discuss), systems with more than two time derivatives in their equations of motion admit an equivalent classical description in terms of a Lagrangian that generically contains ghosts. In the effective field theory approach such terms are, of course, expected in the Lagrangian, but, again, terms that contain higher derivatives appear from an expansion of an unknown UV–complete theory. This expansion provides an accurate description of the full theory only at low energies, and the physical degrees of freedom are assumed to be only those that appear in the ground state of the theory. Thus, classically, the presence of extra solutions to the field equations that correspond to the existence of ghosts is an artifact of the effective theory, due to the truncation of an infinite series, and if it is possible to push the masses of these degrees of freedom beyond the cutoff, then the ghosts can be ignored. As we have also discussed, ghosts, and the validity of the effective field theory are not the only things to be worried about in theories with nontrivial derivative interactions—such theories may pose new challenges, such as the existence of superluminally propagating modes around certain backgrounds. Furthermore, while we will work within the effective field theory approach, there is an implicit assumption that it is possible, at least in principle, to find a UV completion of the theory, for which our approach describes the correct infrared (IR) physics. It turns out that even this cannot always be guaranteed, providing yet another powerful technical constraint on the existence of viable theories with higher-derivative interactions. (See Appendix D.4 for a detailed discussion.)

The considerations mentioned above mean that a great deal of care is required when constructing theories in which derivative interaction terms play an important part. Nevertheless, a number of important effects are possible in models that evade the above worries in interesting ways, and which provide a new way to implement screening.

There are essentially two closely-related ways in which screening through derivatives can take place. The first is what we term kinetic screening, in which only first derivatives of the relevant fields enter the Lagrangian, thus ensuring second order equations of motion and the absence of ghosts in the most obvious manner. The second possibility is through the Vainshtein effect, in which higher derivative terms enter the Lagrangian, ghosts are avoided in a more subtle way, and, roughly speaking, the relevant physics is sensitive to the local field-space curvature $\partial \Phi$. In what follows we shall consider these separately for pedagogical reasons, and ultimately will pay particular attention to models in which the Vainshtein effect is active.
6.1 Kinetic screening

For simplicity, let us focus on scalar fields, generically written as $\phi$. Lagrangians with exotic kinetic terms, but involving only first derivatives of fields are often referred to as $P(X, \phi)$ models, with $X \equiv -\frac{1}{2} \partial_\mu \phi \partial^\mu \phi$, since the requirement that the Lagrangian be a Lorentz scalar means that the first derivatives must appear in this combination.

Models of this type have been widely applied to cosmology. They first appeared in the so-called $K$-inflation models [155, 156], for other studies of kinetic-driven inflation, see [426–429] and for discussion of non-Gaussianity in these models, see [430–442]. Models with non-canonical kinetic structure have also been much studied for cosmic acceleration, where they go by the name $K$-essence [134–154]. A particular functional form of $P(X, \phi)$ which has attracted considerable attention are Dirac–Born–Infeld (DBI) models, which arise in the action for $D$-branes in string theory [138, 142, 443, 444]. Another model which has attracted considerable attention is the ghost condensate [445], which can be used to violate the null energy condition and construction bouncing cosmologies [239, 446, 447]. It has been argued that the ghost condensate is in conflict with the 2nd law of black hole thermodynamics [448, 449]. (See [450] for a dissenting viewpoint.) A positive energy theorem for $P(X, \phi)$ theories coupled to Einstein gravity has been proved in [451, 452]. Further, $P(X, \phi)$ models have been supersymmetrized [453, 454], and topological defects and solitons are studied in [455–464]. Analyses of screening in these models can be found in [197–200, 465, 466], along with studies of large-scale structure [467, 468]. Away from cosmology, theories of this type have been used to model fluids and solids [469–480].

The simplest model of this type is a theory with a shift symmetry

$$\phi(x) \mapsto \phi(x) + c , \quad (6.1)$$

where $c$ is a constant. For simplicity, we also imagine that the theory is invariant under the discrete symmetry $\phi \mapsto -\phi$, so that the lowest-order Lagrangian is

$$\mathcal{L} = -\frac{1}{2} (\partial \phi)^2 + \frac{\alpha}{4 \Lambda^4} (\partial \phi)^4 + \frac{g}{M_{\text{Pl}}} \phi T , \quad (6.2)$$

where $\Lambda$ has units of mass, $\alpha$ and $g$ are dimensionless numbers, and we may absorb the magnitude of $\alpha$ into $\Lambda$, so we need only consider $\alpha = \pm 1$. The $\phi T$ coupling to matter breaks the shift symmetry, but so long as $M_{\text{Pl}} \gg \Lambda$, this breaking will be soft. The equation of motion descending from this Lagrangian is

$$\Box \phi - \frac{\alpha}{\Lambda^4} \partial_\mu ( (\partial \phi)^2 \partial^\mu \phi ) + \frac{g}{M_{\text{Pl}}} T = 0 . \quad (6.3)$$

6.1.1 Spherically-symmetric source

To see screening at work in this model, we consider a point source

$$T = -M \delta^{(3)}(\vec{x}) , \quad (6.4)$$
and search for static, spherically-symmetric solutions. The equation of motion (6.3) reduces to [481]
\[
\nabla \cdot (\nabla \phi - \frac{\alpha}{\Lambda^2} (\nabla \phi)^2 \nabla \phi) = \frac{gM}{M_{Pl}} \delta^{(3)}(\vec{x}).
\]
(6.5)
Due to the shift symmetry of \(\phi\), the left hand side appears as a total divergence and thus admits
a first integral; integrating both sides, we obtain [199, 481]
\[
\frac{\phi'}{\phi'} - \frac{\alpha}{\Lambda^4} \phi'^3 = \frac{1}{4\pi r^2} \frac{gM}{M_{Pl}}.
\]
(6.6)
This is a cubic equation in \(\phi'\), and may be solved exactly by radicals. In the case \(\alpha = -1\), for
example, it reads
\[
\frac{\phi'(r)}{\Lambda^2} = \frac{(8\pi)^{1/3} \left( \frac{r}{r_*} \right)^{2/3}}{-9 + \sqrt{81 + 192\pi^2 \left( \frac{r}{r_*} \right)^4}}^{1/3} - (72\pi)^{-1/3} \left( -9 + \sqrt{81 + 192\pi^2 \left( \frac{r}{r_*} \right)^4} \right)^{1/3} \left( \frac{r_*}{r} \right)^{2/3}.
\]
(6.7)
This full solution is not particularly enlightening, it is much more useful to consider two asymptotic
regimes: far from and close to the source. Far from the source, the term linear in \(\phi'\) is dominant,
while close to the source, the cubic term in \(\phi'\) is more important. The crossover scale between these
two regimes occurs when \(\phi' \sim \Lambda^2\), giving
\[
r_* = \frac{1}{\Lambda} \left( \frac{\Lambda}{M_{Pl}} \right)^{1/2}.
\]
(6.8)
In the asymptotic regimes, we have\(^{21}\)
\[
\phi'(r) \sim \begin{cases} \frac{\Lambda^2}{4\pi} \left( \frac{r}{r_*} \right)^2 & \text{for } r \gg r_* \\ -\alpha^{1/3} \Lambda^2 \left( \frac{r}{r_*} \right)^{2/3} & \text{for } r \ll r_* \end{cases}.
\]
(6.9)
Note that it is clear from these forms that a consistent continuous solution is only possible if we
choose \(\alpha = -1\), and we shall use this value from now on.\(^{22}\)

We are now in a position to understand screening of the force mediated by \(\phi\). First, we recall
that the force due to the scalar field is \(F^{\phi}(x) = \frac{\partial}{\partial x^i} \nabla \phi = r^2 \nabla \phi(r)\), with \(\phi'(r)\) given by (6.9),
while the force due to gravity around a heavy source is of course
\[
F_{grav}(r) = \frac{M}{8\pi M_{Pl}^2} \left( \frac{r}{r_*} \right)^2 = \frac{\Lambda^2}{8\pi M_{Pl}} \left( \frac{r_*}{r} \right)^2.
\]
(6.10)
Thus, we see that far from a heavy source \(\phi\) mediates a gravitational-strength force, but close to
the source the ratio of the \(\phi\) force to that of gravity goes to zero as \(\sim r^{4/3}\). This is the essence
of kinetic screening. In Figure 7 we plot the full analytic solution for \(\phi'\) along with the force due
to gravity. We have arbitrarily chosen \(\Lambda = 10^{-1} M_{Pl}\) and rescaled the radial coordinate by the
crossover scale \(r_*\).

\(^{21}\)Since \(\alpha = \pm 1\), it follows that \(\alpha = \alpha^{-1}\).  
\(^{22}\)Indeed, looking at the exact solutions to (6.6), one finds that a solution for all \(r > 0\), where \(\phi\) dies off at infinity,
only exists for \(\alpha = -1\) [482].
Figure 7: Kinetic screening in the $P(X) = X + X^2$ model. Left: Plot of the scalar force $F_\phi = \frac{2}{M_{Pl}} \phi'(r)$ (solid) and gravitational force $F_{grav} = M/(8\pi M_{Pl}^2 r^2)$ (dashed) versus $r/r_*$. Right: Ratio of scalar to gravitational force. Note that $\phi'$ is normalized so that $F_\phi/F_{grav} \rightarrow 1$ as $r \rightarrow \infty$ (corresponding to $g = 1/2$). Inside the screening radius, $r_*$, the ratio of the force mediated by the scalar relative to that of gravity goes to zero sharply.

6.1.2 Generalizations

So far in this Section, we have focused on the simplest $P(X)$ theory which admits kinetic-type screening, namely

$$P(X) = X - \frac{1}{\Lambda^4} X^2 ,$$

but the phenomenon is of course much more general [197, 483]. Consider an arbitrary (analytic) function $P(X)$, coupled to a point source:

$$\mathcal{L} = P(X) - \frac{g M}{M_{Pl}} \delta^{(3)}(\vec{x}) \phi = \sum_{n=1}^{\infty} c_n \frac{X^n}{\Lambda^{4n-4}} - \frac{g M}{M_{Pl}} \delta^{(3)}(\vec{x}) \phi .$$

Notice that here the scalar Lagrangian still enjoys a symmetry under shifts by a constant, meaning that the equation of motion can be written as a total divergence and is therefore a polynomial in $\phi'$.\(^{23}\) As in the $X - X^2$ case, there is a crossover between two qualitatively different behaviors; far from the source the field profile will have the usual Coulomb $\sim 1/r$ form, while near the source, the force will be suppressed relative to gravity. This crossover between these two behaviors happens when $X/\Lambda^4 \sim 1$, the same scale as (6.8)

$$r_* = \frac{1}{\Lambda} \left( \frac{g M}{M_{Pl}} \right)^{1/2} .$$

\(^{23}\)We assume that the $c_n$ are $\mathcal{O}(1)$ and are chosen in such a way that there exists a root to this equation which is real everywhere and falls off at infinity. A concrete example of a function which satisfied the desired properties is the (D)BI Lagrangian (6.16).
Far inside $r_*$, we have $X/\Lambda^4 \gg 1$, so it is clear that the term in (6.12) with the highest exponent will dominate. Indeed, for a fixed $n$, it is straightforward to show that the field profile takes the form [483]

$$
\phi'(r) \sim \begin{cases} 
\Lambda^2 \left( \frac{r_*}{r} \right)^2 & \text{for } r \gg r_* \\
\Lambda^2 \left( \frac{r_*}{r} \right)^{2/(2n-1)} & \text{for } r \ll r_*
\end{cases},
$$

(6.14)

and the ratio of this fifth force to the force due to gravity (6.10) scales as

$$
\frac{F_\phi}{F_{\text{grav}}} \sim \left( \frac{r}{r_*} \right)^{4n-4/2n-1}.
$$

(6.15)

Note that as we take the limit $n \to \infty$, the force asymptotes to scaling like $\sim r^2$ relative to that of gravity [483]. This may seem like a somewhat artificial case, but there is a well-motivated example of a $P(X)$ theory which includes such an infinite number of terms, the Dirac–Born–Infeld Lagrangian. This theory has been extensively studied in many contexts including inflation [142, 440, 443] and late time acceleration. The DBI theory arises naturally as the world volume theory of a brane probing a higher-dimensional space and therefore inherits the isometries of the target space as global symmetries [484–487].

In [200], the (D)BI theory of a (negative tension) brane embedded in a 5-dimensional space which has two time-like directions was considered, the lowest order Lagrangian is of the $P(X)$ form

$$
\mathcal{L} = \Lambda^4 \sqrt{1 - X/\Lambda^4}.
$$

(6.16)

Notice that expanding out this function reproduces the $X - X^2$ example studied earlier at lowest order. In particular, this means that the earlier conclusions about superluminality [465] and (non)-analyticity persist. While this Lagrangian has an infinite number of terms when thought of as a series as in (6.12), the relative coefficients of these terms are fixed by symmetry. Indeed, in addition to conventional 4$d$ Lorentz invariance, the action (6.16) is invariant under the following non-linearly realized symmetries

$$
\delta_{P_5} \phi = 1, \quad \delta_{J_{\mu 5}} \phi = x^\mu - \phi \partial^\mu \phi,
$$

(6.17)

which correspond to 5-dimensional translations and boosts. Coupling the theory (6.16) to a massive source, one again finds that the equation of motion admits a first integral, which can be solved for $\phi'(r)$ as [200, 488]

$$
\phi'(r) = \frac{\Lambda^2}{\sqrt{1 + 16\pi^2 (r/r_*)^4}}.
$$

(6.18)

As expected, far from the source $r \gg r_*$, we see that the force goes as $\sim (r_*/r)^2$ as expected, while near the source, the ratio between the force due to the scalar and that due to gravity scales as

$$
\frac{F_\text{BI}}{F_{\text{grav}}} \sim \left( \frac{r}{r_*} \right)^2,
$$

(6.19)
which is precisely the $n \to \infty$ limit of (6.15). In [200], screening of this (D)BI-type was dubbed
*Blonic* screening, and it can be thought of as an edge case of screening intermediate between finite-
order kinetic screening and Vainshtein screening, which we will discuss in the next section. This
particular choice of action has many interesting properties: for example, it is possible to find an
exact solution for the field sourced by $N$ different point masses.

### 6.1.3 Radiative stability

Up to this point, we have been considering purely classical dynamics; we found that in regions
where $X/\Lambda^4 \gtrsim 1$, interesting screening effects are possible. However, as effective field theorists, this
should worry us. Recall that the organizing principle of EFT is that there is some expansion which
tells us that we only need to consider a finite number of operators to model a given phenomenon.
However, we are interested precisely in the regime where this expansion appears to be breaking
down! We should be concerned that quantum corrections will spoil the nice behaviors we have just
uncovered.

There are, roughly speaking, two types of correction we should worry about, the first is that if
we start with a Lagrangian of the form

$$L = X - \frac{1}{\Lambda^4} X^2, \quad (6.20)$$

we expect that quantum corrections will generate terms of the form $L \sim X^n/\Lambda^{2n-4}$, which are
higher powers in $X$. In the regimes where $X/\Lambda^4 \ll 1$, these do not concern us, as they will be
negligible corrections to the background dynamics. However, screening takes place in the regime
where $X/\Lambda^4 \gtrsim 1$, so it is not so clear that these corrections will be small—if they are large, we
should not trust the background we are considering, and the theory is not predictive.

The second worry is that operators with more derivatives will be generated by quantum correc-
tions; that is, operators of the form $L \sim \partial^\ell X^n/\Lambda^{2n+\ell-4}$. Similar to before—since we have ignored
all operators of this type—if they become important we should not trust the conclusions we have
drawn.

Although the situation looks somewhat bleak, there are indications that things may turn out
better than expected and it is possible that $P(X)$ theories can be made to be radiatively stable,
but accounting for quantum effects properly is subtle. The corrections are handled carefully and
clearly in [483]; here we just summarize the bottom line. One key point is that the scale $\Lambda$ which we
put into the Lagrangian is *not* the cutoff of the theory (the scale beyond which new physics enters),
but rather is the scale of strong-coupling (where loop effects become important). By suitably
re-summing the loop effects, we can still trust the theory.

Consider a $P(X)$ theory, where we define $X \equiv -\frac{1}{2} (\partial \phi)^2/\Lambda^4$ so that the Lagrangian takes the form

$$L = \Lambda^4 P(X). \quad (6.21)$$
Here $\Lambda$ is the strong-coupling scale of the theory, we will refer to the cutoff as $\Lambda_c$. A careful analysis\(^{24}\) reveals that quantum corrections to the operators we have written down in $P(X)$ scale at worst as \(^{[483]}\)

$$\Delta P(X) \sim \frac{\Lambda_c^4}{\max(Z^{\mu\nu})}, \quad (6.22)$$

Where the notation $\max(Z^{\mu\nu})$ means the largest eigenvalue of the matrix

$$Z^{\mu\nu} = 2P'(X)\delta^{\mu\nu} - \frac{4}{\Lambda^4} P''(X)\partial^\mu \phi \partial^\nu \phi , \quad (6.23)$$

which is built from the function $P$. In order for these loop corrections to be small, we must demand that $\Delta P(X) \ll P(X)$. For a given term, $X^n$, and assuming that $\max(Z^{\mu\nu}) \sim P' \sim P''/\Lambda^4$ this boils down to demanding that $|X|$ be sufficiently large \(^{[483]}\)

$$|X| \gg \left( \frac{\Lambda_c}{\Lambda} \right)^{2n-1}, \quad (6.24)$$

which it is indeed possible to satisfy, and in fact gets easier as $n$ gets larger.

Next we want also to make sure that corrections of the form $\sim \partial^\ell X^n/\Lambda^{2n+\ell-4}$ can also be made negligible. It turns out that this is also possible, provided that the logarithmic derivatives of $Z$ are small \(^{[483]}\), schematically this constraint takes the form

$$\left| \frac{\partial Z}{Z} \right|^4 \ll \Lambda^4 P(X) , \quad (6.25)$$

which is satisfied if $\partial/\Lambda \ll 1$. This is in line with our EFT reasoning, in the $P(X)$ theories we are considering, only $X$ is becoming large, the additional terms that we are not writing down are suppressed by additional powers of $\partial/\Lambda$. In the language of DBI, this is a situation where the velocity of the brane is allowed to be very large so long as the acceleration remains small. We will see in the next section that very similar reasoning holds for the galileons, they can develop large non-linearities but remain quantum-mechanically stable.

A surprising byproduct of this analysis—which is emphasized in \(^{[483]}\)—is that the previous discussion does not rely on symmetry in any essential way. An arbitrary functional form for $P(X)$ is radiatively stable in the regime where $X$ becomes very large. This is sort of a quantum-mechanical analog of screening.

6.1.4 Signs and superluminality

While the screening effect discussed above is novel, and would be crucial for models such as this one to be consistent with observations in, for example, the solar system, the above model also

\(^{24}\)Here we consider only corrections due to logarithmic divergences. These divergences are the most robust, in the sense that they are insensitive to UV physics, but this makes an optimistic assumption that we can find a UV completion where the would-be effects of power-law divergences can be canceled.
Figure 8: Plot of speed of radial fluctuations versus distance from a spherically symmetric source, in units of \( r_* \) for the \( P(X) = X - X^2 \) example. Note that as we approach the source, the fluctuations propagate superluminally in the radial direction.

provides a clear example of problems that can arise in models with nontrivial kinetic interactions. In particular, having made the choice \( \alpha = -1 \) to obtain a solution close to the source that smoothly matches onto the solution at long distances, this necessarily introduces an oddity into the theory: apparently superluminal propagation of perturbations.

To see this, consider perturbing the \( P(X) \) theory (6.21) around a spherically-symmetric background \( \bar{\phi}(r) \). Expanding to quadratic order in perturbations \( \phi = \phi - \bar{\phi} \), we obtain

\[
\mathcal{L}_\phi = \frac{1}{2} \bar{P}_{,X} \left( \phi'^2 - (\partial_{\Omega} \phi)^2 \right) - \frac{1}{2} \left( \bar{P}_X + 2 \bar{X} \bar{P}_{,XX} \right) \phi'^2 ,
\]

where \( (\partial_{\Omega} \phi)^2 = r^{-2} (\partial_\theta \phi)^2 + (r \sin \theta)^{-2} (\partial_\phi \phi)^2 \) is the standard angular derivative term. The radial and angular speeds of perturbations can be immediately read off:

\[
c^2_r = 1 + 2 \frac{\bar{X} \bar{P}_{,XX}}{\bar{P}_X} ;
\]

\[
c^2_\Omega = 1 .
\]

To avoid ghosts, it is clear from (6.26) we must demand \( \bar{P}_X > 0 \). To have screening at arbitrarily large values of \( X < 0 \) (radial profile), we must have \( \bar{P}_{,XX} < 0 \). It follows that the radial sound speed is superluminal at all distances. For example, the simple \( P(X) = X + \alpha X^2 \) considered earlier gives

\[
c^2_r = 1 - \frac{2 \alpha \bar{\phi}'^2}{\Lambda^4 - \alpha \bar{\phi}'^2} .
\]

Since \( \alpha = -1 \) is required for screening, the second term in (6.27) gives a positive contribution to the radial speed of sound, making it superluminal at all distances. This is plotted in Figure 8.

We can also make a connection with the analyticity arguments discussed in Appendix D.4. In this case, the superluminality and (lack of) analyticity of the 2 → 2 scattering amplitude appear
to be closely related. To see this, consider again the \( P(X) = X + \alpha X^2 \) Lagrangian. In this theory, it is straightforward to compute the \( 2 \rightarrow 2 \) scattering amplitude using standard techniques. The result is the expression

\[
\mathcal{A}_{2 \rightarrow 2}(s,t) = \frac{\alpha}{2\Lambda^4} \left( s^2 + t^2 + u^2 \right) = \frac{\alpha}{\Lambda^4} \left( s^2 + t^2 - st \right),
\]

(6.29)

where the Mandelstam \( s, t, u \) variables we are using are defined in Appendix D.4, and where in the last equality we have used \( s + t + u = 0 \), because the theory is massless. If we look at this amplitude in the forward limit \( (t \rightarrow 0) \), we then obtain

\[
\mathcal{A}_{2 \rightarrow 2}(s,0) = \frac{\alpha}{\Lambda^4} s^2.
\]

(6.30)

The dispersion relation in equation (D-XX) tells us that the coefficient \( \alpha/\Lambda^4 \) should be positive in a Lorentz-invariant theory with an analytic S-matrix. However, we see that this is violated precisely for the choice of \( \alpha \) which admits screening (and also superluminality). This is circumstantial evidence that theories which admit kinetic screening cannot arise as a low-energy effective description from integrating out degrees of freedom in a \emph{local} theory, but this issue is far from settled.

### 6.2 The Vainshtein mechanism: galileons

A related kinetic screening mechanism that has been of particular interest in recent years is the Vainshtein effect. This phenomenon is seen in some models arising from brane constructions in higher dimensions, and in limits of theories of massive gravity \cite{201, 202, 209, 211, 213}. We will describe briefly a bit later how this effect is relevant to massive gravity. However, first, it is pedagogically simplest to describe the galileon theories, and how the Vainshtein effect manifests in them.

There are special classes of scalar field theories possessing higher derivative Lagrangians, but which nonetheless have second order equations of motion. It is now known that there are a large number of different examples of such theories, as we shall briefly discuss later, but the first to be discovered—and the canonical example—is the simple galileon theory. Galileons are higher-derivative field theories which are both invariant under the galilean shift symmetry

\[
\phi(x) \mapsto \phi(x) + c + b_\mu x^\mu,
\]

(6.31)

and which have second order equations of motion.

This symmetry initially appeared in the decoupling limit of the DGP (Dvali–Gabadadze–Porrati) brane-world\textsuperscript{25} model \cite{495}, where it is inherited from higher-dimensional Poincaré invariance \cite{203, 510}. This symmetry was abstracted in \cite{204} to a more general scalar field model. The restriction

\textsuperscript{25}We do not discuss brane-worlds \cite{489–496} in any great depth, but studies of cosmology can be found in \cite{398, 497–509}. Of particular interest was the fact that the DGP model admits a self-accelerated branch of solutions. Unfortunately, perturbations about this branch are ghost-like \cite{203, 510–514}. For reviews see \cite{266–272}.
to terms which have second-order equations of motion is non-trivial—for example terms of the form $(\Box \phi)^n$ are invariant under the symmetries, but have higher-order equations of motion.\(^{26}\)

Remarkably, there are a finite number of terms ($d+1$ in $d$-dimensions) that satisfy these combined requirements of invariance under (6.31) and second order equations of motion. Also interesting for our purposes is that each galileon term in the Lagrangian is not strictly invariant under the symmetries (6.31), but rather shifts by a total derivative, leaving the action invariant. It was shown in [515] that this is a natural consequence of the fact that the galileons are Wess–Zumino terms for spontaneously broken space-time symmetries, as we will discuss briefly.

Although galileons originally arose in brane-world modifications of gravity, they have appeared in other well-behaved modifications of gravity, for instance massive gravity [217, 218]. Further, models termed “galileons” in the literature has grown far beyond theories invariant under the symmetry (6.31); indeed, galileon has become nearly synonymous with well-behaved derivatively-coupled theory.

The galileons have been used to address cosmic acceleration [516–525] and the origin of density perturbations in the early universe through inflation [526–536] and inflationary alternatives [537–545]. They have also been used to violate the null energy condition [537, 544–553]. Covariantizing the galileons for such applications is subtle, it requires introducing non-minimal couplings to curvature, which generically destroys the shift symmetry [554–558] (for a construction which couples galileons covariantly to massive gravity while retaining galilean symmetry, see [559–561]).

Galileons have been generalized in various directions: they have been embedded in supersymmetry and supergravity [562–565], extended to $p$-forms [566], extended to multi-galileons [567–572] and coupled consistently to gauge fields [573, 574]. The shift symmetry itself has even been generalized to a shift by an arbitrary polynomial [219]. Solitons in galileon systems are studied in [569, 575–578]. Galileons can also be made to appear in the decoupling limit of nonlinear theories of massive vector fields [579–581]. See [582, 583] for numerical simulation of the Vainshtein effect in galileon theories.

A powerful technique for deriving galileon theories was introduced in [484]. By considering a 3-brane probing a non-dynamical bulk, the actions for galileons, conformal galileons and covariant galileons appear as the non-relativistic limit of world-volume and bulk Lovelock invariants [584]. This probe brane construction has been greatly generalized—it has been applied to all cases of maximally symmetric branes probing maximally symmetric bulks [485–487], to higher co-dimensions [570, 574] and to cosmological backgrounds [585], each leading to novel scalar theories. See [258] for a review of these extensions. Recently this construction has been applied to cases where the bulk metric itself is dynamical, this results in a theory of coupled galileons and massive gravitons [559–561].

\(^{26}\)As reviewed in Appendix C, higher-order equations of motion can lead to Ostrogradsky-type instabilities and the propagation of additional ghost-like degrees of freedom.
6.2.1 Simplest example: the cubic galileon

The simplest non-trivial theory exhibiting the Vainshtein mechanism is the cubic galileon theory:

\[
\mathcal{L} = -3(\partial \phi)^2 - \frac{1}{\Lambda^3} \Box \phi (\partial \phi)^2 + \frac{g}{M_{\text{Pl}}} \phi T^\mu_\mu, \tag{6.32}
\]

where \( g \sim \mathcal{O}(1) \) for gravitational strength coupling and \( \Lambda \) is the strong-coupling scale of the theory. (The funny normalization of the kinetic term has been chosen so that the decoupling limit of the DGP model corresponds to exactly \( g = 1 \) for convenience.) The first two terms are manifestly strictly invariant under the ordinary shift symmetry \( \phi \mapsto \phi + c \). They also shift by a total derivative under the galilean shift \( \phi \mapsto \phi + b^\mu x_\mu \). The coupling to matter explicitly breaks these symmetries, but only very softly (since \( M_{\text{Pl}} \gg \Lambda \)). Ignoring this mild breaking, the theory is invariant under the galileon symmetries. It remains to check the second defining feature of a galileon—that the equation of motion is second-order. Varying (6.32) gives

\[
6 \Box \phi + 2 \frac{2}{\Lambda^3} \left( (\Box \phi)^2 - (\partial_\mu \partial_\nu \phi)^2 \right) = -\frac{g}{M_{\text{Pl}}} T^\mu_\mu. \tag{6.33}
\]

This equation is of course non-linear, but nevertheless second-order—we need only supply the same amount of initial data as for an ordinary scalar field to obtain a unique solution.

The cubic interaction term is non-renormalizable, so we should treat (6.32) as an effective field theory and write down all possible operators consistent with the symmetries, which take the schematic form\textsuperscript{27}

\[
\mathcal{L} = -3(\partial \phi)^2 - \frac{1}{\Lambda^3} \Box \phi (\partial \phi)^2 + \sum_{n=2}^{\infty} \sum_{\ell=0}^{\infty} \frac{c_{n,\ell}}{\Lambda^{3n+2\ell-4}} \partial^{2\ell} (\partial^2 \phi)^n + \frac{g}{M_{\text{Pl}}} \phi T^\mu_\mu, \tag{6.34}
\]

where we have suppressed the Lorentz structure, and assume the \( c_{n,\ell} \)s are all of \( \mathcal{O}(1) \) since, even if we set them to zero classically, they will be generated quantum-mechanically. The Vainshtein mechanism \cite{201, 202} relies on the \( (\partial^2 \phi)^2 \Box \phi / \Lambda^3 \) term becoming large compared to the kinetic term \( (\partial \phi)^2 \) near massive objects so that \( \partial^2 \phi \gg \Lambda^3 \). In this regime, the expectation is that higher-order operators should become important as well, signaling that the effective field theory is breaking down.

However—contrary to this expectation—there is in fact a regime in which the galileon term can be large with the other operators remaining negligible. This is because (6.34) is actually an expansion with two parameters \cite{203, 510}: a \textit{classical} expansion parameter,

\[
\alpha_{\text{cl}} \equiv \frac{\partial^2 \phi}{\Lambda^3}, \tag{6.35}
\]

which measures the strength of classical non-linearities; there is also a \textit{quantum} expansion parameter,

\[
\alpha_q \equiv \frac{\partial^2}{\Lambda^2}, \tag{6.36}
\]

\textsuperscript{27}We ignore higher-order galileon terms here for simplicity. This choice is technically natural; these terms do not get generated by quantum corrections, as we will discuss in Section 6.2.4.
which measures the size of quantum effects (this also measures the relevance of the additional non-galileon operators in (6.34)). We will see that it is possible for classical non-linearities to be important ($\alpha_{c1} \gg 1$) while quantum corrections are small ($\alpha_q \ll 1$). This is because the dangerous operators of the form $\partial^2 (\partial^2 \phi)^n$ have at least 2 derivatives per field, and hence are suppressed by powers of $\alpha_q$ relative to galileon terms. Actually, this argument is somewhat subtle for the following reason: as we take $n$ large, terms with exactly 2 derivatives per field $\sim (\partial^2 \phi)^n$ will be enhanced by many powers of $\alpha_{c1}$ and only suppressed by 2 powers of $\alpha_q$ relative to the cubic galileon—and can thus become important. In the strict $n \to \infty$ limit, this occurs infinitesimally close to the Vainshtein radius. Therefore, in order to trust the theory inside the Vainshtein radius, the coefficients of these dangerous terms must be tuned to be very small. However, if we ignore power-law divergences this tuning is technically natural, as loops involving galileon operators only generate terms with 3 or more derivatives per field (see e.g., [203, 259]). However, ignoring the power laws (which are dependent on UV physics) is an optimistic choice, which assumes that the UV physics will be well-behaved [203].

### 6.2.2 Solution around spherically-symmetric source

This is perhaps best illustrated by considering the behavior of the galileon theory, and the emergence of Vainshtein screening, near a static point source of mass $M$, so that $T_{\mu}^{\mu} = -M \delta^{(3)}(\vec{x})$. (For an investigation of screening around other matter distribution shapes, see [586].) Assuming the field profile is static and spherically-symmetric, $(\phi = \phi(r))$, (6.33) reduces to [203]

$$\vec{\nabla} \cdot \left( 6\vec{\nabla} \phi + \frac{4}{\Lambda^3} \frac{(\vec{\nabla} \phi)^2}{r} \right) = \frac{gM}{M_{Pl}} \delta^{(3)}(\vec{x}).$$  \hspace{1cm} (6.37)

This equation can be integrated, choosing to integrate over a sphere centered at the origin, we obtain

$$6\phi' + \frac{4}{\Lambda^3} \frac{\phi'^2}{r} = \frac{gM}{4\pi r^2 M_{Pl}}.$$  \hspace{1cm} (6.38)

This equation is now algebraic in $\phi'$, and so admits a solution by radicals. Focusing on the branch for which $\phi' \to 0$ at spatial infinity,\footnote{The other branch matches asymptotically to a self-accelerated solution and has unstable (i.e., ghost-like) perturbations.}

$$\phi'(r) = \frac{3A^3 r}{4} \left( -1 + \sqrt{1 + \frac{1}{9\pi} \left( \frac{r_V}{r} \right)^3} \right),$$  \hspace{1cm} (6.39)

where we have introduced the Vainshtein radius

$$r_V \equiv \frac{1}{\Lambda} \left( \frac{gM}{M_{Pl}} \right)^{1/3}.$$  \hspace{1cm} (6.40)

This nontrivial radial profile is crucial to the operation of Vainshtein screening. We consider two regimes:
Figure 9: Various regimes of the galileon theory around a spherically symmetric source. Beyond the Vainshtein radius, \( r_V \sim (M/\Lambda^3 M_{Pl})^{1/3} \), the field mediates a long range force and both the classical, \( \alpha_{cl} \sim (r_V/r)^3 \), and quantum, \( \alpha_q \sim (r/\Lambda)^{-2} \), non-linearity parameters are small. Very close to the source—\( r \ll \Lambda^{-1} \), the inverse cutoff—both \( \alpha_{cl} \) and \( \alpha_q \) are large and the theory is not predictive. However, there is an intermediate regime, \( \Lambda \ll r \ll r_V \), where classical non-linearities are important (\( \alpha_{cl} \gg 1 \)), but quantum effects can consistently be neglected (\( \alpha_q \ll 1 \)).

- \( r \gg r_V \): Far away from the source, the solution is approximately a \( 1/r^2 \) profile,

\[
\phi'(r \gg r_V) \approx \frac{g}{3} \cdot \frac{M}{8\pi M_{Pl} r^2}. \tag{6.41}
\]

In this regime, the galileon force relative to gravity is given by

\[
\frac{F_\phi}{F_{gravity}} \bigg|_{r \gg r_V} \approx \frac{g^2}{3}. \tag{6.42}
\]

(For DGP, where \( g = 1 \), this reproduces the famous \( 1/3 \) enhancement.) In this regime, both the classical and quantum expansion parameters are small (we assume \( M \gg M_{Pl} \), so that \( \Lambda^{-1} \ll r_V \)):

\[
\alpha_{cl} \sim \left( \frac{r_V}{r} \right)^3 \ll 1 \quad \alpha_q \sim \frac{1}{(r/\Lambda)^2} \ll 1. \tag{6.43}
\]

This tells us that both classical non-linearities and quantum corrections are unimportant.

- \( r \ll r_V \): Near the source, (6.39) reduces to

\[
\phi'(r \ll r_V) \approx \frac{\Lambda^3 r_V}{2} \sqrt{\frac{r_V}{r}} \sim \frac{1}{\sqrt{r}}. \tag{6.44}
\]

The force due to the galileon relative to that of gravity is now given by

\[
\frac{F_\phi}{F_{gravity}} \bigg|_{r \ll r_V} \sim \left( \frac{r}{r_V} \right)^{3/2} \ll 1, \tag{6.45}
\]

so the scalar force is strongly suppressed at distances much less than the Vainshtein radius. In this regime, the classical non-linearity parameter is very large (as it must be, this is the source of the screening),

\[
\alpha_{cl} \sim \left( \frac{r_V}{r} \right)^{3/2} \gg 1. \tag{6.46}
\]

But notice that the quantum parameter is not; it takes the same form as before:

\[
\alpha_q \sim \frac{1}{(r/\Lambda)^2}. \tag{6.47}
\]
At distances $r \gg \Lambda^{-1}$, this is small and quantum corrections are under control meaning that the classical solution can be trusted. Of course, sufficiently close to the source, $r \ll \Lambda^{-1}$, the quantum parameter becomes $\mathcal{O}(1)$, radiative corrections become important, and the effective field theory breaks down. (In fact, this statement is too conservative—we will see shortly that perturbations acquire a large kinetic term scaling as $\sim (r_V/r)^{3/2}$. Upon canonical normalization, this translates to a higher strong coupling scale. Even ignoring this fact, the scale $\Lambda$ is only the strong-coupling scale, it may be possible to re-sum the quantum corrections into a predictive theory.)

Therefore, as advertised, we see that there exists a regime, $\Lambda^{-1} \ll r \ll r_V$, where classical non-linearities are important while quantum effects remain small.

This situation is not so alien, an analogous situation occurs in GR [262, 570]. The Einstein–Hilbert action, expanded in terms of the canonically-normalized metric perturbation, $g_{\mu\nu} \sim \eta_{\mu\nu} + h_{\mu\nu}/M_{\text{Pl}}$, takes the schematic form

$$\mathcal{L}_{\text{GR}} = M_{\text{Pl}}^2 \sqrt{-g} R = h \partial^2 h + \sum_{n \geq 2} \frac{h^n \partial^2 h}{M_{\text{Pl}}^{n-1}}. \quad (6.48)$$

In other words, the action consists of a kinetic term, $h \partial^2 h$, plus an infinite number of interaction terms each of which has exactly two derivatives but arbitrary powers of $h/M_{\text{Pl}}$. Therefore we see that the measure of classical non-linearity is

$$\alpha_{\text{grav. cl}} = \frac{h}{M_{\text{Pl}}}. \quad (6.49)$$

Quantum effects generate higher-curvature terms in this theory, which can also be expanded in $h$, to take the form

$$\mathcal{L}_{\text{higher-curv.}} = \sqrt{-g} R^2, \quad \sqrt{-g} R_{\mu\nu} R^{\mu\nu}, \ldots = \sum_{n \geq 2, m \geq 4} \frac{\partial^m h^n}{M_{\text{Pl}}^{m+n-4}}. \quad (6.50)$$

The suppression of these terms relative to the classical operators is by powers of the factor

$$\alpha_{\text{grav. q}} \sim \frac{\partial^2}{M_{\text{Pl}}^2}. \quad (6.51)$$

Around a point source, the field takes the spherically-symmetric profile $h \sim \frac{M}{r M_{\text{Pl}}^2}$, for which the non-linearity parameters scale as

$$\alpha_{\text{grav. cl}} \sim \frac{M}{M_{\text{Pl}}^2 r} \sim \frac{r_{\text{Sch}}}{r}, \quad \alpha_{\text{grav. q}} \sim \frac{1}{M_{\text{Pl}}^2 r^2}, \quad (6.52)$$

where $r_{\text{Sch}} \equiv M/4\pi M_{\text{Pl}}^2$ is the Schwarzschild radius of the massive source. Therefore, for $r \gg r_{\text{Sch}}$ (such as in the solar system), classical non-linearities are negligible, whereas for $r \ll r_{\text{Sch}}$ (such as

---

29Similar to the galileon interactions, the relative coefficients of these terms are not renormalized, but here it is due to diffeomorphism invariance.
inside or near the horizon of a black hole) \( \alpha_{cl} \) is large and they dominate. Quantum effects are negligible at distances larger than the Planck length, \( r \gg 1/M_{Pl} \), but of course become important as we approach Planck scale. The black hole horizon is the interesting middle regime—analogous to the Vainshtein radius—where classical non-linearities are large and can produce important effects which can be trusted in light of quantum corrections.

### 6.2.3 Perturbations around the spherically-symmetric background

Above we have considered the background field profile around a massive source, but the Vainshtein mechanism can be further understood by considering perturbations about this solution. We can consider linearized perturbations \( \phi \) by expanding (6.32) as

\[
\varphi = \bar{\varphi} + \hat{\varphi},
\]

\[
T_{\mu \nu} = \bar{T}_{\mu \nu} + \delta T_{\mu \nu},
\]

where \( \bar{T}_{\mu \nu} \) gives

\[
L_\varphi = \left[ 3 + \frac{2}{\Lambda^3} \left( \bar{\varphi}'' + \frac{2 \bar{\varphi}'}{r} \right) \right] (\dot{\varphi}^2 - (\partial_\Omega \varphi)^2) - \left[ 3 + \frac{4}{\Lambda^3} \frac{\bar{\varphi}'}{r} \right] (\partial_r \varphi)^2 - \frac{1}{\Lambda^3} \Box \varphi (\partial \varphi)^2 + \frac{g}{M_{Pl}} \varphi \delta T^\mu_\mu,
\]

(6.53)

The key thing to notice in this expression is that an enhancement factor of \( (r / r_V)^{3/2} \gg 1 \) multiplies the kinetic term, telling us that perturbations acquire a large inertia near a massive source. Said differently, performing the canonical normalization \( \varphi_c \equiv \left( \frac{r}{r_V} \right)^{3/4} \varphi \), the effective coupling to matter is reduced to

\[
g_{\text{eff}} \sim \left( \frac{r}{r_V} \right)^{3/4} \frac{g}{g} \ll 1;
\]

(6.55)

this indicates that galileon perturbations decouple from matter. Further, the strong coupling scale \( \Lambda \) is dressed to a higher scale

\[
\Lambda^{\text{eff}} \sim \left( \frac{r}{r_V} \right)^{3/4} \frac{\Lambda}{\Lambda} \gg 1,
\]

(6.56)

which leads the perturbations to have weaker self-interactions.

Another thing to notice from (6.54) is that the radial speed of propagation is superluminal:

\[
c_{\text{radial}} = \sqrt{\frac{4}{3}},
\]

(6.57)

This superluminality is a generic feature of galileons—galileon interactions are derivative interactions, so a galileon background (even one which is arbitrarily weak) deforms the light-cone for perturbations in such a way that there is always a direction in which the speed of propagation is superluminal [546].\(^{31}\) With superluminality comes the risk of the standard ghastly paradoxes, such

---

\(^{30}\)See [587] for a numerical investigation of nonlinear perturbations to spherical solutions in the galileon model.

\(^{31}\)This conclusion only holds for asymptotically flat solutions, by going to asymptotically cosmological solutions, superluminality may be avoided while retaining Vainshtein screening [588–590]. Superluminality is also present in DGP [591] and multi-galileons [592].
as traveling back in time to kill one’s grandfather, which arise if closed time-like curves (CTC) are allowed to form. The situation is actually not as bad as one might fear. To start with, galileons by themselves are completely fine—the effective light-cone for the metric governing perturbations, albeit wider than the Minkowskian light-cone, admits a well-defined causal structure. In other words, galileons by themselves cannot generate CTCs. On the other hand, CTCs become possible when considering galileons coupled to (Lorentz-invariant) matter. However, it was conjectured in [226] that galileons are protected from the formation of CTCs by a Chronology Protection Criterion, analogous to that of GR [225]. If one starts with healthy initial conditions and tries to construct a CTC, the galileon effective field theory will break down before it can form [226]. As discussed in Appendix D.4, however, the existence of superluminal propagation around certain backgrounds signals the UV completion of galileons, if one exists, is not a local (Lorentz-invariant) quantum field theory but something more exotic (or more interesting, depending on one’s point of view). However, recent arguments suggest that this apparent superluminality might be an artifact of trusting a tree-level computation in a regime where it is unreliable [593, 594], so the severity of this peculiarity is far from settled. A related tension is that the galileon terms lead to scattering amplitudes which do not obey dispersion relations obtained from arguments about S-matrix analyticity, discussed in Appendix D.4. On the other hand, this argument relies on the existence of an S-matrix for galileons, which has been questioned recently in [589, 590].

Here we have focused on Vainshtein screening around static sources. The mechanism is expected also to operate in time-dependent situations. In these cases, things are substantially more difficult to treat analytically, but initial investigations of binary systems indicate that the mechanism does indeed operate, however it is somewhat less efficient than might be naïvely estimated [595–597]. One way to understand this is that the indefinite signature of the spacetime metric allows for cancellations between $\dot{\phi}$ and $\vec{\nabla}\phi$ in the kinetic matrix. This should be viewed as an opportunity—it may prove possible to find some time-dependent astrophysical situation where screening is weak,
leading to large deviations from GR predictions.

### 6.2.4 General galileons

Above we investigated the simplest galileon theory, the cubic galileon, but in $d$ dimensions, there are $(d + 1)$ galileon terms. In four dimensions, they take the form

\[ \mathcal{L}_1 = \phi, \]
\[ \mathcal{L}_2 = \frac{1}{2}(\partial\phi)^2, \]
\[ \mathcal{L}_3 = \frac{1}{2} \Box \phi (\partial\phi)^2, \]
\[ \mathcal{L}_4 = \frac{1}{4} (\partial\phi)^2 \left( (\Box \phi)^2 - (\partial_\mu \partial_\nu \phi)^2 \right), \]
\[ \mathcal{L}_5 = \frac{1}{3} (\partial\phi)^2 \left( (\Box \phi)^2 + 2(\partial_\mu \partial_\nu \phi)^3 - 3\Box \phi (\partial_\mu \partial_\nu \phi)^2 \right). \]

A more compact way of expressing this is that (in $d$ dimensions) the $n$-th Lagrangian is given by the expression (up to overall normalization)

\[ \mathcal{L}_n = (n - 1) \eta^{\mu_1 \nu_1, \mu_2 \nu_2 \cdots \mu_n \nu_n -} \phi \partial_{\mu_1} \phi \partial_{\mu_2} \phi \cdots \partial_{\mu_n-1} \phi. \]  

(6.59)

Here we have defined $\eta^{\mu_1 \nu_1, \mu_2 \nu_2 \cdots \mu_n \nu_n} \equiv \frac{1}{n!} \sum_p (-1)^p \eta^{\mu_1 \nu_1} \eta^{\mu_2 \nu_2} \cdots \eta^{\mu_n \nu_n}$, with the sum running over all permutations of the $\nu$ indices, with $(-1)^p$ the sign of the permutation.\[^{32}\] This $\eta$ tensor is anti-symmetric in the $\mu$ indices, anti-symmetric in the $\nu$ indices, and symmetric under swapping any pair of $\mu$, $\nu$ indices with any other pair.

In this representation, the symmetries of the $\eta$ tensor make it straightforward to derive the equations of motion by varying the Lagrangian with respect to $\phi$. The symmetries forbid three derivatives acting on any field, so all of the terms give the same contribution to the equations of motion by integration by parts, leading to the Euler–Lagrange equation

\[ \mathcal{E}_n = n(n - 1) \eta^{\mu_1 \nu_1, \mu_2 \nu_2 \cdots \mu_n \nu_n -} \partial_{\mu_1} \phi \partial_{\mu_2} \phi \cdots \partial_{\mu_n-1} \phi = 0, \]

(6.60)

which is manifestly second-order (only second derivatives of the field appear). We will now discuss some interesting properties of the general galileon theory.

**Euler hierarchy:**

The galileons have the interesting property that the $(n + 1)$-th galileon Lagrangian is just $(\partial \phi)^2$ times the $n$-th galileon equation of motion. To see this, we employ an identity satisfied by the $\eta$ tensor [570]

\[ \eta^{\mu_1 \nu_1, \mu_2 \nu_2 \cdots \mu_n \nu_n} = \frac{1}{n!} (\eta^{\mu_1 \nu_1} \eta^{\mu_2 \nu_2} \cdots \eta^{\mu_n \nu_n} - \eta^{\mu_1 \nu_2} \eta^{\mu_2 \nu_1} \cdots \eta^{\mu_n \nu_n} + \cdots + (-1)^n \eta^{\mu_1 \nu_n} \eta^{\mu_2 \nu_1} \cdots \eta^{\mu_n \nu_1}). \]

(6.61)

\[^{32}\] An equivalent representation in terms of Levi-Civita symbols is

\[ \mathcal{L}_n \sim \epsilon_{\mu_1 \cdots \mu_{n-1} \alpha_1 \cdots \alpha_{d}} \epsilon^{\nu_1 \cdots \nu_n -} \partial_{\nu_1} \phi \cdots \partial_{\nu_n} \phi \sim \delta_{\mu_1}^{\nu_1} \cdots \delta_{\mu_{n-1}}^{\nu_n} \partial_{\nu_1} \phi \cdots \partial_{\nu_n} \phi. \]
This allows us to express $\mathcal{L}_{n+1}$ in terms of the equation of motion for $\mathcal{L}_n$:

$$
\mathcal{L}_{n+1} = -\frac{n+1}{2n(n-1)}(\partial\phi)^2\mathcal{E}_n + \frac{n-1}{2}\partial_{\mu_1}\left((\partial\phi)^2\eta_{\mu_1\mu_2...\mu_{n-1}\nu_{n-1}}\partial_{\nu_1}\phi\partial_{\nu_2}\phi\cdots\partial_{\nu_{n-1}}\phi\right).
$$

(6.62)

Theories of this type—where the $(n+1)$-th order Lagrangian can be built from the equation of motion of the $n$-th order Lagrangian plus a total derivative—are well studied, and are known as Euler hierarchies [598–601].

**Non-renormalization:**

Another remarkable property enjoyed by the galileons is that they do not receive quantum corrections at any order in perturbation theory [510, 570]. This holds rather generally, for any number of galileons in any number of dimensions [570], but here we will focus on the quintic galileon in four dimensions, following the arguments of [570]. To begin, we consider the most general Lagrangian compatible with the symmetries: a linear combination of the various galileon Lagrangians (6.58) and higher-derivative terms

$$
\mathcal{L} = \sum_{n=2}^{5} \frac{c_n}{\Lambda^{3(n-2)}} \mathcal{L}_n + \sum_{n=2}^{\infty} \sum_{\ell=0}^{\infty} \frac{c_{n,\ell}}{\Lambda^{3n+2\ell-4}} \phi^{2\ell}(\partial^2\phi)^n,
$$

(6.63)

where we have set $c_1 = 0$ so that there is no tadpole and to guarantee that $\bar{\phi} = 0$ is a solution to the equations of motion. In order to study the quantum structure of the theory, we compute the effective action

$$
\Gamma(\phi_c) = \Gamma^{(2)}\phi_c\phi_c + \Gamma^{(3)}\phi_c\phi_c\phi_c + \ldots,
$$

(6.64)

where $\Gamma^{(n)}$ is the $n$-point 1-particle irreducible (1PI) vertex. As we will see, when we compute (6.64) the only terms that get generated have at least two derivatives per field—the galileon terms receive no quantum corrections. This can be understood intuitively as follows: the symmetries of the $\eta$-tensor forbid three derivatives acting on any one field, so we can integrate by parts freely. Therefore, when we compute the quantum effective action, we are free to integrate by parts to put at least two derivatives on each external line.

We now formalize this line of reasoning. Within a given 1PI diagram, focus on one of its constituent vertices which connects to $m$ external lines. This situation is depicted in Figure 11. If the vertex comes from a non-galileon term, then clearly each external line will have at least two derivatives acting on it, and the graph will not generate a galileon term in $\Gamma$. We can then focus on the case where the vertex comes from one of the galileons. There are two cases: if an external line comes from a $\partial^2\phi$ factor in the galileon, then it clearly has two derivatives acting on it. Therefore, the only worrisome case is if the external line comes from the undifferentiated $\phi$ in $\mathcal{L}_n$, and the contraction takes the form

$$
\mathcal{L}_n \sim \eta_{\mu_1\mu_2...\mu_{n-1}\nu_{n-1}}(\phi_{\text{ext}}\partial_{\mu_1}\phi_{\text{ext}}\cdots\partial_{\mu_{n-1}}\phi_{\text{ext}}\cdots\partial_{\mu_1}\phi_{\text{int}}\cdots\partial_{\mu_{n-1}}\phi_{\text{int}}).
$$

(6.65)
\[ \Gamma^{(n)} \sim \]

Figure 11: A contribution to the quantum effective action in the theory of a galileon. For a given 1PI graph, focusing on a sub-diagram with \( m \) external lines allows us to deduce that only terms with two derivatives per field are generated quantum-mechanically. Therefore, the galileons are not renormalized.

We now use the symmetries of the \( \eta \)-tensor to write the piece containing internal fields as a double total derivative:

\[
\mathcal{L}_n \sim \eta^{\mu_1 \nu_1 \mu_2 \nu_2 \cdots \mu_{n-1} \nu_{n-1}} \left( \phi_{\text{ext}} \partial_{\mu_1} \phi_{\text{ext}} \cdots \partial_{\mu_{n-1}} \phi_{\text{ext}} \cdot \partial_{\nu_{n-1}} \phi_{\text{int}} \right) \cdot \left[ \phi_{\text{int}} \cdots \partial_{\mu_m} \partial_{\nu_m} \right].
\] (6.66)

This means that the Feynman rule for this vertex has two factors of the sum of internal momenta, \( \sum k_{\text{int}} \), which we may trade for external momenta \( \sum k_{\text{ext}} = - \sum k_{\text{int}} \). This means that the Feynman rules for the vertex (6.65) have two powers of external momentum for each external field.

Since every external line comes with two powers of momentum in every 1PI vertex, only terms with two derivatives per field get generated in the quantum effective action—the coefficients of the galileon terms do not receive quantum corrections. This holds to all loop orders. As an example, the 1-loop quantum effective action is of the form [203]

\[
\Gamma \sim \sum_m \left( \Lambda^4 + \Lambda^2 \partial^2 + \partial^4 \log \left( \frac{\partial^2}{\Lambda^2} \right) \right) \left( \frac{\partial^2 \phi}{\Lambda^3} \right)^m,
\] (6.67)

which clearly only has contributions to terms with at least two derivatives per field.

**Topological nature:**

A surprising fact about galileons is that they are *topological* in a suitably understood sense. If we interpret the galileon as a goldstone boson, non-linearly realizing the symmetries (6.31), the five galileon terms appear as Wess–Zumino terms [515]. Here we give a brief sketch of the construction. To begin, we note that the galileons parameterize the coset space

\[
\text{Gal}((d-1) + 1, 1)/\text{SO}((d-1), 1),
\] (6.68)
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where $\text{Gal}((d−1)+1,1)$ is the galileon group (distinct from the galilean group). It is convenient to coordinatize this space by $(x^\mu, \phi, \xi^\mu)$. It turns out that the additional parameter $\xi^\mu$ is redundant and can be traded for derivatives of $\phi$ via

$$\xi^\mu = -\partial_\mu \phi,$$  
(6.69)
but it is most straightforward to not make this substitution until the very end of our calculation.\(^{34}\)

On this coset space, the vector fields

$$C = \partial_{\phi} \quad ; \quad B_\mu = \partial_{\xi_\mu} + x_\mu \partial_{\phi} ,$$  
(6.70)

generate the transformations (6.31). Further, we can also construct a basis of left-invariant 1-forms:

$$\omega^\mu_P = dx^\mu ; \quad \omega^\mu_B = d\xi^\mu ; \quad \omega_C = d\phi + \xi_\mu dx^\mu .$$  
(6.71)

Since these 1-forms have nice transformation properties under the galileon symmetries, it is straightforward to construct invariant actions using them. Indeed this is the entire basis of the coset construction of Callan, Coleman, Wess and Zumino [611, 612] and Volkov [603], which is familiar to particle physicists. The procedure is to combine the 1-forms (6.71) with the exterior product into a $d$-form which is then integrated over space-time to produce an action. However, when we impose the constraint $\xi_\mu = -\partial_\mu \phi$, we find that $\omega_C = 0$, so the only building block at our disposal is $\omega^\mu_B = -dx^\nu \partial_\nu \partial_\mu \phi$. If we construct actions from this building block, clearly every field $\phi$ will come with at least two derivatives, so it will be impossible to construct the galileon terms (6.58). This is not surprising, as this procedure generates strictly invariant Lagrangians, while we know the galileons shift by a total derivative under the symmetries.

The resolution is that the galileon terms do not correspond to $d$-forms built from (6.71), but rather come from $(d+1)$-forms pulled back to the physical space-time. Terms that must be constructed in this way are known as Wess–Zumino terms [613–615]. To see how this works, we consider the $(d+1)$-form

$$\omega^\mu_W = \epsilon_{\mu_1...\mu_d} \omega_C \wedge \omega^\mu_B \wedge \ldots \wedge \omega^{\mu_{n-1}}_B \wedge \omega^\mu_P \wedge \ldots \wedge \omega^\mu_P ,$$  
(6.72)

which is exact:

$$\omega^\mu_W = d\beta^\mu_W .$$  
(6.73)

\(^{33}\)The commutation relations for the galileon algebra are

$$[P_\mu, B_\nu] = \eta_{\mu\nu} C ; \quad [J_{\rho\sigma}, B_\nu] = \eta_{\rho\sigma} B_\nu - \eta_{\rho\nu} B_\sigma ,$$

plus the commutation relations of the Poincaré algebra. Here, $C$ and $B_\nu$ generate the constant and linear-gradient shifts in the scalar field, while $P_\mu$, $J_{\rho\sigma}$ are the standard generators of the Poincaré algebra.

\(^{34}\)The fact that the $\xi^\mu$ can be eliminated is a consequence of the fact that $\phi$ is a goldstone field for a broken space-time symmetry. In this case, $\phi$ is able to non-linearly realize all five symmetries (6.31)—and thus parameterize the coset (6.68) by itself. In the literature, this often goes by the name inverse Higgs effect [602]. There is a vast literature on non-linear realizations of space-time symmetries in general and the inverse Higgs effect in particular. For various perspectives, see [603–610].
(We will not concern ourselves with the explicit form of $\beta_{n}^{wz}$; it can be found in [515].) The correspondence between these objects and the galileon Lagrangians is [515]

$$S = \int_{M} \omega_{wz}^{n} = \int_{\partial M} \beta_{n}^{wz} = (-1)^{n-1} \frac{1}{n} \int d^{d}x \mathcal{L}_{n}, \quad (6.74)$$

where we have defined the $n$-th galileon as

$$\mathcal{L}_{n} = (d - n + 1)! (n - 1)! \delta^{[\nu_{1}}_{\mu_{1}} \cdots \delta^{\nu_{n-1}}_{\mu_{n-1}} \phi \partial_{\nu_{1}} \phi \cdots \partial_{\nu_{n-1}} \partial_{\mu_{n-1}} \phi. \quad (6.75)$$

In order to understand in what sense the galileons are topological, we note that while $\omega_{wz}^{n}$ is left-invariant under the action of the vector fields (6.70), the $d$-form $\beta_{n}^{wz}$ is not. Rather, it shifts by a total derivative under this transformation, so we see that the form $\omega_{wz}^{n}$ is left-invariant under the symmetries, but cannot be written as the exterior derivative of a form which is itself left-invariant. The form $\omega_{wz}^{n}$ is therefore a nontrivial element of what is known as Chevalley–Eilenberg cohomology [616].

So, we see that the galileons are topological in that they are nontrivial elements in a particular cohomology theory. This can be seen as a generalization of Witten’s construction of the WZ term in the chiral Lagrangian [614]. Note that here, in contrast to the situation in the chiral Lagrangian, there does not exist a global topological criterion which quantizes the coefficients of the galileon terms. In the chiral Lagrangian, this is the underlying reason for the non-renormalization of the Wess–Zumino–Witten term. However, the topological nature of the galileons does give us some insight into their non-renormalization. Being Wess–Zumino terms, the galileons only shift by a total derivative under the relevant symmetries. However, all the building blocks of the quantum effective action are strictly invariant, so it is not surprising that we cannot build an operator that renormalizes the galileons using them.

**Duality:**

A final, and unexpected property exhibited by the galileons is that they are self-dual. As was shown in [593, 620], by performing simultaneously a field-dependent coordinate transformation and a field redefinition

$$y^{\mu} \mapsto x^{\mu} + \frac{1}{\Lambda} \partial^{\mu} \rho \quad (6.76)$$

$$\pi \mapsto -\rho - \frac{1}{2\Lambda^{2}} (\partial \rho)^{2}, \quad (6.77)$$

a galileon theory

$$\mathcal{L}[\pi] = \sum_{n=2}^{5} c_{n} \mathcal{L}_{n}[\pi] \quad (6.78)$$

---

35 This cohomology theory also sometimes goes by the name relative Lie algebra cohomology. For a nice introduction to physical applications of these ideas, see [617–619].
where $\mathcal{L}_n$ is defined as in (6.75), and where we have set the tadpole term to zero for simplicity, is mapped to to a dual galileon theory

$$\mathcal{L}[\rho] = \sum_{n=2}^{5} p_n \mathcal{L}_n[\rho] ,$$  \hspace{1cm} (6.79)

where the relation between the coefficients is

$$\begin{pmatrix} p_2 \\ p_3 \\ p_4 \\ p_5 \end{pmatrix} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 2 & -1 & 0 & 0 \\ \frac{3}{2} & -\frac{3}{2} & 1 & 0 \\ \frac{5}{2} & -\frac{5}{2} & \frac{4}{5} & -1 \end{pmatrix} \begin{pmatrix} c_2 \\ c_3 \\ c_4 \\ c_5 \end{pmatrix} .$$  \hspace{1cm} (6.80)

Here we have focused on four dimensions, but an equivalent duality holds in any number of dimensions (the relations between the coefficients just become more intricate [593]). The key fact that makes such a duality possible is that the derivative of the scalar field transforms as a scalar under the simultaneous redefinition and coordinate transformation:

$$\frac{\partial \pi}{\partial y^\mu} \mapsto -\frac{\partial \rho}{\partial x^\mu} .$$  \hspace{1cm} (6.81)

This duality is actually much more general than just mapping galileon theories into each other, recently it has been generalized to a wide class of scalar field theories and even to vector fields [594, 621]. There also exists a similar mapping between theories of conformal galileons and conformal DBI galileons [622–624].

This duality is interesting for a number of reasons, but perhaps the most interesting is investigating the dual of a free theory:

$$\mathcal{L} = -\frac{1}{2} (\partial \pi)^2 ,$$  \hspace{1cm} (6.82)

which corresponds to taking $c_2 = -1/12$ and $c_3 = c_4 = c_5 = 0$. The dual theory has $p_2 = -1/12$, $p_3 = -1/6$, $p_4 = -1/8$ and $p_5 = -1/30$. One can check explicitly that the S-matrix elements on both side of the duality agree [593, 621]. Furthermore, the specific quintic galileon theory to which the free particle maps admits superluminal solutions despite having a precisely analytic S-matrix (it is trivial in fact). In addition to further obfuscating the relationship between superluminality and analyticity, it forces us to question to what extent tree-level superluminality is a problem. On one side of the duality, we have a free theory, which is perfectly causal and UV-complete, while on the other side we have a theory which has apparent superluminality. However, the equivalence between the theories indicates that if we were to properly calculate everything on the “hard” side, this theory would not have superluminality either.

### 6.3 The Vainshtein mechanism: massive gravity

Recall that Einstein’s theory of gravity is the theory of a massless spin-2 particle, the graviton. The notion of giving this particle a mass and considering a theory of massive gravity has been intriguing
to theorists since Fierz and Pauli’s discovery of a unique ghost-free linear Lagrangian for a massive graviton, but until recently progress had come to a halt due to the powerful no-go theorem of Boulware and Deser [625], who had described the obstacles to finding a nonlinear completion of this theory. However, in the last few years, a loophole in these objections has been found, and an interacting theory of a massive graviton, free of the Boulware–Deser ghost, has emerged [217, 218].

(See [262, 263] for excellent reviews of all aspects of massive gravity.) Interestingly, massive gravity admits self-accelerating solutions in which the de Sitter Hubble factor is of order the mass of the graviton. Since having a light graviton is technically natural [214, 631, 632], such a solution is of great interest in the late-time universe as a candidate explanation for cosmic acceleration.

6.3.1 A brief history of massive gravity

The history of massive gravity begins when Fierz and Pauli first wrote down the quadratic action for a massive spin-2 particle in 1939 [633]. The theory remained somewhat of a theoretical oddity until van Dam, Veltman and Zakharov [207, 208] noticed around 1970 that the Fierz–Pauli theory does not reduce to linearized GR in the limit in which the mass of the graviton goes to zero; instead, in this limit, there is an additional scalar polarization mode which does not decouple and leads to an $\mathcal{O}(1)$ departure from GR predictions for the bending of light. This fact is known as the \textit{vDVZ discontinuity}, because it indicates that the Fierz–Pauli theory does not have a smooth $m \to 0$ limit.

This discrepancy was resolved shortly thereafter by Vainshtein [201], who noted that completing the non-interacting Fierz–Pauli theory to an interacting non-linear theory makes the limit smooth. In an interacting theory, this additional scalar field becomes strongly self-interacting as the graviton mass is taken to zero, causing it to be screened near heavy sources; this is the \textit{Vainshtein mechanism} we have discussed above. However, shortly after this discovery of Vainshtein, Boulware and Deser argued that a generic theory of an interacting massive graviton would not propagate the expected 5 polarization states, but would have an additional ghostly polarization [625]. These arguments were further solidified in [214, 215]. In [217, 218], de Rham, Gabadadze and Tolley (dRGT) found a loophole and constructed a theory that is free of this pathological sixth mode (this was shown conclusively in [634]). Much work has gone into studying this massive gravity theory: for example studies of cosmological solutions [635–646] and black holes [638, 647–652] have been undertaken. The theory can also be cast in a vielbein language, as opposed to as a theory of a metric [216, 653–657]. Further, it has been realized that the dRGT construction opens the door to building theories with multiple interacting spin-2 particles [655, 658]. In what follows, we will consider Lorentz invariant theories of massive gravity, but much work has been done on Lorentz violating theories [659–674].

\footnote{See [626–630] for work on a related model of massive gravity constructed from an auxiliary extra dimension.}
6.3.2 Linearized massive gravity

We begin our study of massive gravity by considering the linearized theory of Fierz and Pauli [633]. Throughout we will restrict to the case of $d = 4$, but generalizations to other dimensions are possible and relatively straightforward. The Fierz–Pauli theory corresponds to the action

$$S = M_{Pl}^2 \int d^4x \left[ -\frac{1}{2} \partial_\alpha h^\mu_\nu \partial^\alpha h^\mu_\nu + \partial_\mu h^\nu_\alpha \partial^\nu h^\mu_\alpha - \partial_\mu h^\mu_\nu \partial_\nu h + \frac{1}{2} \partial_\alpha h \partial^\alpha h - \frac{m^2}{2} (h^\mu_\nu h^\mu_\nu - h^2) \right].$$

(6.83)

The derivative terms here are the same as those of linearized Einstein gravity, and the mass term has a particular relative coefficient between the two allowed terms (Fierz and Pauli showed that this is the only consistent choice). The equation of motion descending from this action is then

$$\Box h^\mu_\nu + \partial_\mu \partial_\nu h - \partial_\mu \partial_\nu h^\alpha_\nu - \partial_\nu \partial_\alpha h^\alpha_\mu + \eta_{\mu\nu} \left( \partial_\alpha \partial_\beta h^\alpha_\beta - \Box h \right) - m^2 (h^\mu_\nu - \eta_{\mu\nu} h) = 0.$$  

(6.84)

By taking the divergence of this equation and various traces, one can verify that this equation of motion is equivalent to the following three equations [262]:

$$(\Box - m^2) h^\mu_\nu = 0; \quad \partial^\mu h^\mu_\nu = 0; \quad h = 0.$$  

(6.85)

Analyzing these equations, we can determine that the field $h^\mu_\nu$ propagates the expected five polarizations of a massive spin-2 particle. A symmetric tensor $h^\mu_\nu$ na"ively has 10 independent components. Demanding that it be traceless removes one degree of freedom, and demanding that it be divergence-less provides 4 more constraints, leaving 5 independent components. The remaining equation is a wave equation for these 5 propagating polarizations.

The kinetic terms in (6.83) are invariant under linearized diffeomorphisms, which act as

$$\delta h^\mu_\nu = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu,$$

(6.86)

but the mass term is not. This is easily fixed though: gauge invariance is not fundamental, it is merely a redundancy of description in a system, so we are free to reintroduce it. It turns out to be extremely useful to make the action (6.83) gauge invariant by introducing additional fields using the St"uckelberg trick. This introduction of gauge invariance will make the additional degrees of freedom carried by a massive graviton manifest, and isolate the origin of the vDVZ discontinuity in the $m \to 0$ limit. This analysis was first applied to massive gravity in [214].

The St"uckelberg trick is to make what looks like a gauge transformation

$$h^\mu_\nu \mapsto h^\mu_\nu + \partial_\mu A_\nu + \partial_\nu A_\mu,$$

(6.87)

under which the derivative terms are unchanged, while the mass terms shift to give

$$S = M_{Pl}^2 \int d^4x \left[ -\frac{1}{2} h^\mu_\nu \varepsilon^\alpha_\mu h^\alpha_\nu - \frac{1}{2} m^2 (h^\mu_\nu h^\mu_\nu - h^2) + \frac{1}{M_{Pl}^2} h^\mu_\nu T^\mu_\nu + m^2 \left( -\frac{1}{2} F^\mu_\nu F^\mu_\nu - 2 h^\mu_\nu \partial_\mu A_\nu + 2 h \partial_\mu A_\mu \right) \right].$$

(6.88)
Here we have written the kinetic term using the Lichnerowicz operator\textsuperscript{37} and defined the tensor $F_{\mu\nu} = \partial_\mu A_\nu - \partial_\nu A_\mu$. We have also included a coupling of the field $h_{\mu\nu}$ to an external source, $h^{\mu\nu}T_{\mu\nu}$, which we assume is conserved: $\partial^\nu T_{\mu\nu} = 0$. This replacement makes the action invariant under a gauge transformation where both fields shift
\[ \delta_\xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu ; \quad \delta_\xi A_\mu = -\xi_\mu . \tag{6.89} \]
Notice that fixing the gauge $A_\mu = 0$ recovers the Fierz–Pauli action. This is progress, but we still have not made all the degrees of freedom manifest; in order to do this, we introduce another gauge symmetry by performing a further Stückelberg decomposition
\[ A_\mu \mapsto A_\mu + \partial_\mu \phi . \tag{6.90} \]
Along with this replacement, we make one additional transformation to de-mix the graviton and scalar degrees of freedom. We first rescale the fields as $h_{\mu\nu} \mapsto \frac{1}{M_{\text{Pl}}} h_{\mu\nu}$, $A_\mu \mapsto \frac{1}{m M_{\text{Pl}}} A_\mu$ and $\phi \mapsto \frac{1}{m^2 M_{\text{Pl}}} \phi$, and then perform the field redefinition
\[ h_{\mu\nu} \mapsto h_{\mu\nu} + \phi \eta_{\mu\nu} . \tag{6.91} \]
After these manipulations, the action (6.88) takes the form (see [262] for details)
\[ S = \int d^4x \left[ -\frac{1}{2} h^{\mu\nu} \varepsilon^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} - \frac{1}{2} m^2 (h_{\mu\nu}h^{\mu\nu} - h^2) - \frac{1}{2} F_{\mu\nu}F^{\mu\nu} + 3\phi \left( \Box + 2m^2 \right) \phi \right. \]
\[ \left. - 2m \left( h_{\mu\nu} \partial^\mu A^\nu - h \partial_\mu A^\nu \right) + 3m \left( 2\phi \partial_\mu A^\mu + mh \phi \right) + \frac{1}{M_{\text{Pl}}} h^{\mu\nu}T_{\mu\nu} + \frac{\phi}{M_{\text{Pl}}} T \right] . \tag{6.92} \]
This action is now invariant under a pair of gauge transformations:
\[ \delta_\xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu , \quad \delta_\xi A_\mu = -m \xi_\mu , \quad \delta_\xi \phi = 0 ; \tag{6.93} \]
\[ \delta_\Lambda h_{\mu\nu} = m \Lambda \eta_{\mu\nu} , \quad \delta_\Lambda A_\mu = \partial_\mu \Lambda , \quad \delta_\Lambda \phi = -m \Lambda . \tag{6.94} \]
We are now poised to take the $m \to 0$ limit in the action (6.92). In this limit, all of the degrees of freedom decouple from each other, and we are left with the action
\[ S = \int d^4x \left( -\frac{1}{2} h^{\mu\nu} \varepsilon^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} - \frac{1}{2} F_{\mu\nu}F^{\mu\nu} + 3\phi \Box \phi + \frac{1}{M_{\text{Pl}}} h^{\mu\nu}T_{\mu\nu} + \frac{\phi}{M_{\text{Pl}}} T \right) , \tag{6.95} \]
which describes a massless spin-2 particle, a massless spin-1 particle and a massless scalar.\textsuperscript{38} The gauge invariances of this action are linearized diffeomorphisms of $h_{\mu\nu}$ and a U(1) symmetry acting on $A_\mu$:
\[ \delta_\xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu , \quad \delta_\Lambda A_\mu = \partial_\mu \Lambda . \tag{6.96} \]
\textsuperscript{37}The Lichnerowicz operator is given by
\[ \varepsilon_{\mu\nu}^{\alpha\beta} = -\frac{1}{2} \left[ \delta^\alpha_\mu \delta^\beta_\nu - \delta^\alpha_\nu \delta^\beta_\mu - \delta^\beta_\mu \delta^\alpha_\nu + \eta^{\alpha\beta} \partial_\mu \partial_\nu + \eta_{\mu\nu} \left( \partial^\alpha \partial^\beta - \eta^{\alpha\beta} \Box \right) \right] . \]
\textsuperscript{38}The decoupling limit can also be used to see why the Fierz–Pauli tuning of the mass term is necessary.
Notice that the vector degrees of freedom do not couple to external sources, but the scalar $\phi$ does couple to $T$, and so mediates a gravitational strength fifth force. This tells us that the $m \to 0$ limit of linearized massive gravity is not linearized Einstein gravity. This is the famous van Dam–Veltman–Zakharov (vDVZ) discontinuity [207, 208].

### 6.3.3 Nonlinear massive gravity

The presence of this fifth force would seem to rule out massive gravity on observational grounds. However, this is only the linear theory; by going beyond Fierz–Pauli theory (6.83) and considering a theory of a self-interacting massive graviton, we will find that this additional degree of freedom screens itself.

In order to move to an interacting theory, we are free to introduce non-linearities in both the kinetic structure and in the potential. We choose to promote the kinetic term to be the Ricci scalar and for the potential we take all contractions of the tensor $h_{\mu\nu}$ [214–217, 262]

$$S = \frac{M^2_{\text{Pl}}}{2} \int d^4x \sqrt{-g} \left( R - \frac{m^2}{2} V(g,h) \right).$$

Here $h_{\mu\nu}$ is defined as the perturbation about some fiducial background metric $g_{\mu\nu} = \bar{g}_{\mu\nu} + h_{\mu\nu}$.

The potential $V(g,h)$ consists of all possible contractions of $h_{\mu\nu}$ with the full metric $g_{\mu\nu}$. That is, the potential is of the form

$$V(g,h) = \sum_{n=2}^{\infty} V_n(g,h),$$

where $V_n$ consists of all contractions with $n$ factors of $h_{\mu\nu}$. The first few terms are [217, 262]

$$V_2(g,h) = \langle h^2 \rangle - \langle h \rangle^2$$

$$V_3(g,h) = c_1 \langle h^3 \rangle + c_2 \langle h^2 \rangle \langle h \rangle + c_3 \langle h \rangle^3$$

$$V_4(g,h) = d_1 \langle h^4 \rangle + d_2 \langle h^3 \rangle \langle h \rangle + d_3 \langle h^2 \rangle^2 + d_4 \langle h^2 \rangle \langle h \rangle^2 + d_5 \langle h \rangle^4$$

$$\vdots$$

where we have already enforced the Fierz–Pauli tuning in $V_2$, and the $\langle \cdots \rangle$ brackets indicate traces using the full metric $g_{\mu\nu}$. It will turn out that we cannot arbitrarily choose the $c_i, d_i, \ldots$ coefficients. Theoretical consistency forces upon us a rather rigid structure for the theory. This is similar to the linear theory, where $\langle h^2 \rangle$ and $\langle h \rangle^2$ must appear in a particular combination.

To elucidate this point, we want to introduce diffeomorphism invariance into this theory—as we did in the linear theory—via the Stuckelberg trick. However, this is slightly more involved in the nonlinear case, because we must introduce full diffeomorphism invariance.

---

39Perhaps only of theoretical interest is the fact that the vDVZ discontinuity is absent in (A)dS space [675–677].

40For easy reference, we adopt the notational conventions of [262].

41This is apparently a choice, naively we could also introduce new derivative interactions. Indeed, there do exist derivative interactions whose leading terms in a small-field expansion (‘pseudo-linear’ terms) are ghost free [678–681], but they cannot be consistently extended to the full non-linear theory [682, 683]. Therefore, the Einstein–Hilbert term is the unique nonlinear interaction term involving derivatives.

42For $n > d$, the number of space-time dimensions, not all of the possible terms are linearly independent, at each order a single linear combination vanishes, so one of the parameters is redundant.
Stückelberg trick in the nonlinear theory:

In order make the action (6.97) diffeomorphism invariant, we introduce 4 Stückelberg fields by replacing the background metric as in [262]

\[ \tilde{g}_{\mu \nu} \mapsto \tilde{g}_{\alpha \beta}(Y(x)) \partial_\mu Y^\alpha \partial_\nu Y^\beta. \]  

(6.98)

Here it is important that under diffeomorphisms, the Stückelberg fields transform as scalar functions \( Y^\alpha(x) \mapsto Y^\alpha(f(x)) \), so that \( \tilde{g}_{\mu \nu} \) transforms as a tensor. We also allow the physical field \( g_{\mu \nu} \) to transform as a tensor, which allows us to construct diffeomorphism invariants by contracting indices in the usual way. This makes it easy to introduce diffeomorphism invariance into the action (6.97): the only place where the background metric appears is in \( h_{\mu \nu} = g_{\mu \nu} - \tilde{g}_{\mu \nu} \), and so we therefore replace \( h_{\mu \nu} \) everywhere by

\[ h_{\mu \nu} \mapsto H_{\mu \nu} = g_{\mu \nu} - \tilde{g}_{\alpha \beta}(Y(x)) \partial_\mu Y^\alpha \partial_\nu Y^\beta, \]  

(6.99)

which transforms covariantly. Often, it is useful to parameterize the Stückelberg fields as a deviation from unitary gauge (in which \( Y^\alpha = x^\alpha \)) and write

\[ Y^\alpha = x^\alpha - A^\alpha, \]  

(6.100)

so that the field \( H_{\mu \nu} \) takes the form (here we assume that the background metric is flat)

\[ H_{\mu \nu} = h_{\mu \nu} + \partial_\mu A_\nu + \partial_\nu A_\mu - \partial_\mu A^\alpha \partial_\nu A_\alpha, \]  

(6.101)

where we have raised and lowered the indices on \( A^\alpha \) with \( \eta_{\mu \nu} \). Using the fact that the \( Y^\alpha \) transform as diffeomorphism scalars (infinitesimally \( \delta \xi Y^\alpha = \xi^\mu \partial_\mu Y^\alpha \)), we can deduce the transformation rules

\[ \delta \xi A^\alpha = -\xi^\alpha + \xi^\mu \partial_\mu A^\alpha \]
\[ \delta \xi h_{\mu \nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu + \mathcal{L}_\xi h_{\mu \nu}. \]  

(6.102)

As we did in the linear theory, we isolate the longitudinal mode by performing the further decomposition \( A_\mu \mapsto A_\mu + \partial_\mu \phi \), under which (6.101) becomes

\[ H_{\mu \nu} = h_{\mu \nu} + \partial_\mu A_\nu + \partial_\nu A_\mu - \partial_\mu A^\alpha \partial_\nu A_\alpha - \Phi_\mu^\alpha \partial_\nu A_\alpha - \partial_\mu A^\alpha \Phi_\nu^\alpha + 2\Phi_\mu^\nu - \Phi_\mu^\alpha \Phi_\nu^\alpha, \]  

(6.103)

where, as before \( \Phi_\mu^\nu = \partial_\mu \partial_\nu \phi \). The action is now invariant under the following gauge symmetries

\[ \delta \xi h_{\mu \nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu + \mathcal{L}_\xi h_{\mu \nu}, \quad \delta \xi A_\mu = -\xi_\mu + \xi^\nu \partial_\nu A_\mu, \quad \delta \xi \phi = 0; \]
\[ \delta \Lambda h_{\mu \nu} = 0, \quad \delta \Lambda A_\mu = \partial_\mu \Lambda, \quad \delta \Lambda \phi = -\Lambda. \]  

(6.104)

With this Stückelberg decomposition in hand, we are now prepared to analyze the nonlinear massive gravity theory (6.97).
The effective field theory of a massive graviton:

We now want to consider the theory (6.97), but with the Stückelberg replacement $h_{\mu\nu} \mapsto H_{\mu\nu}$, where $H_{\mu\nu}$ is defined in (6.103). Schematically, the theory is given by

$$S = \frac{M_{Pl}^2}{2} \int \mathrm{d}^4x \sqrt{-g} \left( R - \frac{m^2}{2} \mathcal{V}(g, H) \right) \quad (6.105)$$

where now the potential $\mathcal{V}$ consists of all possible contractions of $H_{\mu\nu}$. This action has been obtained from (6.97) by lowering all the indices on $h_{\mu\nu}$ and then everywhere replacing $h_{\mu\nu} \mapsto H_{\mu\nu}$. Note that we do not do anything to the factors of $g^{\mu\nu}$ or to the measure. We first want to power-count this theory, to get an idea of the form that interactions take. A general interaction term generated by the Stückelberg replacement (6.103) will be of the form [214, 262]

$$\mathcal{L} \sim M_{Pl}^2 m^2 h^{n_{h}} (\partial A)^{n_{A}} (\partial^2 \phi)^{n_{\phi}} , \quad (6.106)$$

where $n_{h,A,\phi}$ count the number of fields of each type that appear. Notice that the number of derivatives acting on each field is fixed by the Stückelberg decomposition. In order to identify the scales suppressing the various operators, we must first canonically normalize the fields through

$$\hat{h}_{\mu\nu} = M_{Pl} h_{\mu\nu} , \quad \hat{A}_\mu = m M_{Pl} A_\mu , \quad \hat{\phi} = m^2 M_{Pl} \phi , \quad (6.107)$$

where the mass scales have been chosen to agree with the linear analysis. In terms of the redefined fields, the general operator (6.106) becomes

$$\mathcal{L} \sim \frac{\hat{h}^{n_{h}} (\partial A)^{n_{A}} (\partial^2 \phi)^{n_{\phi}}}{M_{Pl}^{n_{h}+n_{A}+n_{\phi}-2} m^{n_{A}+2n_{\phi}-2}} \sim \frac{1}{\Lambda_s^{n_{h}+2n_{A}+3n_{\phi}-4}} \hat{h}^{n_{h}} (\partial A)^{n_{A}} (\partial^2 \phi)^{n_{\phi}} , \quad (6.108)$$

where we have defined the strong coupling scale

$$\Lambda_s = \left( M_{Pl} m^{n_{A}+2n_{\phi}-2} \right)^{n_{h}+n_{A}+n_{\phi}-2} \left( \frac{n_{h}+2n_{A}+3n_{\phi}-4}{n_{h}+2n_{A}+3n_{\phi}-4} \right) . \quad (6.109)$$

From this, assuming $m < M_{Pl}$, we see that the operator with the lowest scale in the theory is

$$\mathcal{L} \sim \frac{1}{\Lambda_5^3} (\partial^2 \hat{\phi})^3 , \quad \text{where} \quad \Lambda_5 \equiv (M_{Pl} m^4)^{1/5} . \quad (6.110)$$

Just above this is the scale $\Lambda_4 \equiv (M_{Pl} m^3)^{1/4}$, which suppresses two types of operator:

$$\mathcal{L} \sim \frac{1}{\Lambda_4^4} (\partial^2 \hat{\phi})^4 ; \quad \mathcal{L} \sim \frac{1}{\Lambda_4^4} \partial \hat{A} (\partial^2 \hat{\phi})^2 . \quad (6.111)$$

The problem is that at both of these scales, a ghost enters the theory. Indeed, terms of the form $(\partial^2 \hat{\phi})^n$ all lead to ghosts when they become important. Thus, we are motivated to try to cancel these interactions and raise the cutoff so that the strong coupling scale of the theory is $\Lambda_3 \equiv (M_{Pl} m^2)^{1/3}$, which is the scale suppressing the operators

$$\mathcal{L} \sim \frac{1}{\Lambda_3^{3n-3}} \hat{h} (\partial^2 \hat{\phi})^n ; \quad \mathcal{L} \sim \frac{1}{\Lambda_3^{3n}} (\partial \hat{A})^2 (\partial^2 \hat{\phi})^n . \quad (6.112)$$
We will see that raising the strong-coupling scale to $\Lambda_3$ leads to a theory with many desirable properties.

**Decoupling limit:**

We can isolate the interactions which are suppressed by $\Lambda_3 = (M_{\text{Pl}} m^2)^{1/3}$ by taking a suitable *decoupling limit*. This corresponds to taking the Planck mass to infinity and the graviton mass to zero while keeping the scale $\Lambda_3$ fixed:

$$M_{\text{Pl}} \to \infty, \quad m \to 0, \quad \Lambda_3 = (M_{\text{Pl}} m^2)^{1/3} \quad \text{fixed} . \quad (6.113)$$

In this limit, the theory (6.105) reduces to (up to quartic order in the fields)\(^{43}\) [217, 262]

$$\mathcal{L} = -\frac{1}{4} h^{\mu\nu} \epsilon^{\alpha\beta} h_{\alpha\beta} + h^{\mu\nu} X^{(1)}_{\mu\nu}(\phi)$$

$$- \frac{1}{\Lambda_5^2} [2c_1 - 1] [\Phi^3] + (2c_2 + 1) [\Phi^2] [\Phi^3] + 2c_3 [\Phi^3]^2 + \frac{1}{2\Lambda_3^3} h^{\mu\nu} X^{(2)}_{\mu\nu}(\phi)$$

$$+ \frac{1}{\Lambda_4^3} \left(3c_1 - 4d_1 - \frac{1}{4} \right) [\Phi^4] + \left(c_2 - 4d_3 + \frac{1}{4} \right) [\Phi^2]^2$$

$$+ (2c_2 - 4d_2) [\Phi] [\Phi^3] + (3c_3 - 4d_4) [\Phi^2] [\Phi^3] [\Phi^2] - 4d_5 [\Phi^4] + \frac{1}{\Lambda_3^3} h^{\mu\nu} X^{(3)}_{\mu\nu}(\phi) ,$$

where we the brackets denote a trace of the enclosed tensor.\(^{44}\) The $X^{(n)}_{\mu\nu}$ tensors are $n$-th order in the scalar $\phi$. As an effective theory below the cutoff $\Lambda_5$, this theory is perfectly fine, but as we approach the scale $\Lambda_5$, higher-derivative scalar terms of the form $(\partial^2 \phi)^3$ become important and the theory propagates a ghost. Similar to the Fierz–Pauli tuning, we want to choose the $c_i$ coefficients so that the terms suppressed by the scale $\Lambda_5$ are absent from the theory. We cannot choose the coefficients to make these terms identically vanish, but we can arrange for the pure scalar self-interactions to appear in total derivative combinations. At each order in the fields, there is a unique total derivative combination, which is given by the terms in the characteristic polynomial of the matrix $\Phi_{\mu\nu}$ [217, 262]:

$$\det(1 + \Phi) = 1 + \mathcal{L}_1^{TD}(\Phi) + \frac{1}{2} \mathcal{L}_2^{TD}(\Phi) + \cdots + \frac{1}{n!} \mathcal{L}_n^{TD}(\Phi) + \cdots \quad (6.115)$$

This expansion truncates for $n > d$, the space-time dimension. In the case of interest, the total derivative combinations are given by

$$\mathcal{L}_1^{TD}(\Phi) = [\Phi]$$

$$\mathcal{L}_2^{TD}(\Phi) = [\Phi]^2 - [\Phi^2]$$

$$\mathcal{L}_3^{TD}(\Phi) = [\Phi]^3 - 3 [\Phi] [\Phi^2] + 2 [\Phi^3]$$


\(^{43}\)For simplicity we ignore vector interactions. This is a consistent choice: since vector modes do not couple at linear order to $T_{\mu\nu}$, they appear quadratically in the action and may be consistently set to zero.\(^{44}\) For example, we have $[\Phi] = \Box \phi$ and $[\Phi^3] = \partial_{\mu} \partial_{\nu} \phi \partial^{\rho} \phi \partial_{\rho} \partial^\mu \phi$.\(^{44}\)
Armed with this information, we can make the terms cubic in $\phi$ in (6.114) appear in the total derivative combination (6.118) by choosing [217]

$$c_1 = 2c_3 + \frac{1}{2}; \quad c_2 = -3c_3 - \frac{1}{2}.$$  \hspace{1cm} (6.120)

With these choices, the leading interactions are now the scalar self-interactions suppressed by the scale $\Lambda_4$. In the same way we may make these interactions appear in the total derivative combination (6.119) by choosing [217]

$$d_1 = -6d_5 + \frac{1}{16}(24c_3 + 5), \quad d_2 = 8d_5 - \frac{1}{4}(6c_3 + 1),$$
$$d_3 = 3d_5 - \frac{1}{16}(12c_3 + 1), \quad d_4 = -6d_5 + \frac{3}{4}c_3.$$  \hspace{1cm} (6.121)

This does not remove all of the scalar self-interactions, since there remain terms quintic in the scalar $\phi$ of the schematic form

$$L_5(\phi) \sim \frac{1}{M_{Pl}^2m^8} (\partial^2 \phi)^5.$$  \hspace{1cm} (6.122)

These interactions can be chosen to appear in the combination $L_{5}^{TD}(\Phi)$ (which is identically zero in 4 dimensions) by a suitable choice of coefficients of the 5th order potential [217]. With these choices of the parameters, the scalar self-interactions drop out, and the decoupling limit Lagrangian is given (up to quintic order) by [217]

$$L = -\frac{1}{4}h^{\mu\nu}C_{\alpha\beta} h_{\alpha\beta} + h^{\mu\nu} X^{(1)}_{\mu\nu}(\phi) - \frac{(6c_3 - 1)}{2\Lambda_3^3}h^{\mu\nu} X^{(2)}_{\mu\nu}(\phi) - \frac{(8d_5 + c_3)}{\Lambda_3^6}h^{\mu\nu} X^{(3)}_{\mu\nu}(\phi),$$  \hspace{1cm} (6.123)

where the $X^{(n)}$ tensors are given by [217, 262]

$$X^{(1)}_{\mu\nu}(\phi) = \Phi_n \eta_{\mu\nu} - \Phi_{\mu\nu},$$
$$X^{(2)}_{\mu\nu}(\phi) = \left( [\Phi]^2 - [\Phi^2] \right) \eta_{\mu\nu} - 2[\Phi] \Phi_{\mu\nu} + 2\Phi_{\mu\alpha} \Phi_{\nu}^{\alpha},$$
$$X^{(3)}_{\mu\nu}(\phi) = \left( [\Phi]^3 - 3[\Phi] [\Phi^2] + 2[\Phi^3] \right) \eta_{\mu\nu} - 3 \left( [\Phi]^2 - [\Phi^2] \right) \Phi_{\mu\nu} + 6[\Phi] \Phi_{\mu\alpha} \Phi_{\nu}^{\alpha} - 6\Phi_{\mu\alpha} \Phi_{\beta}^{\alpha\beta} \Phi_{\mu\nu}. $$  \hspace{1cm} (6.124)

These are related to the total derivative combinations in (6.115) by [217, 218, 262]

$$X^{(n)}_{\mu\nu}(\phi) = \frac{1}{n+1} \frac{\delta}{\delta \Phi_{\mu\nu}} L_{n+1}^{TD}(\Phi),$$  \hspace{1cm} (6.125)

and have two important properties [217]:

- They are identically conserved, $\partial^\mu X^{(n)}_{\mu\nu}(\phi) = 0$. This is true whether or not the equations of motion are satisfied.

- Their structure guarantees that (6.123) has second-order equations of motion:

---

There are also terms of the form $\partial A(\partial^2 \phi)^n$, but once we arrange to cancel the scalar self interactions, they will always be of the form $\partial A X^{(n)}$ which is a total derivative [262].
− $X_{ij}^{(n)}(\phi)$ has at most two time derivatives,
− $X_{0i}^{(n)}(\phi)$ has at most one time derivative,
− $X_{00}^{(n)}(\phi)$ has no time derivatives.

Rescaling the gauge parameters as $\xi \rightarrow \frac{1}{M_{Pl}} \xi$ and $\Lambda \rightarrow \frac{1}{M_{Pl} m} \Lambda$, in the decoupling limit, the gauge symmetries (6.104) become

$$
\delta \xi h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu , \quad \delta \xi A_\mu = 0 , \quad \delta \xi \phi = 0 ;
\delta \Lambda h_{\mu\nu} = 0 , \quad \delta \Lambda A_\mu = \partial_\mu \Lambda , \quad \delta \Lambda \phi = 0 . \quad (6.126)
$$

It is straightforward to see from the conservation of $X_{\mu\nu}^{(n)}$ that the Lagrangian (6.123) is invariant under these symmetries (notice that it is invariant up to a total derivative under diffeomorphisms). The theory also possesses invariance under galileon shifts of the scalar $\phi$, due to the fact that it always appears with two derivatives on it—we will see later that the galileon terms can be made to appear explicitly.

This theory is quite remarkable: not only has the strong coupling scale increased to $\Lambda_3$, but at this scale—when the higher-derivative operators become important—the theory continues to have second order equations of motion. This is similar to what we saw with the galileons, this theory is capable of having classical nonlinearities become important without propagating a ghost.

Ideally, one would like to continue this procedure to arbitrarily high order—performing the St"uckelberg replacement on each term in the potential $V(g, h)$ in (6.97) and then canceling the scalar self-interactions order-by-order. Notice that the decoupling limit Lagrangian (6.123) has a very simple form, schematically,

$$
L_{\text{dec.}} = -\frac{1}{4} h E h + \sum_n \frac{1}{\Lambda_3^{2n-3}} h X^{(n)} , \quad (6.127)
$$

which we might expect to persist at higher orders. However, there are no $X^{(n)}$ tensors for $n > d$ (they all vanish identically!). We are therefore tempted to posit that the decoupling limit Lagrangian (6.123) for the scalar sector is exact. This turns out to be the case. In [218] a useful reorganization of the theory (6.97) was introduced, which makes this manifest and which is completely ghost free at all orders beyond the decoupling limit, which we now describe.

### 6.3.4 de Rham–Gabadadze–Tolley massive gravity

In [218], de Rham, Gabadadze and Tolley (dRGT) found a way to recast the non-linear theory of a massive graviton in such a way that it is clear that the decoupling limit is free of ghosts. The construction of this theory exploits a structure that, at first glance, appears somewhat unusual. We define the tensor

$$
K^\mu_\nu = \delta^\mu_\nu - \sqrt{\delta^\mu_\nu - H^\mu_\nu} , \quad (6.128)
$$

$$
where, as before,\(^{46}\) \(H_{\mu\nu} = g_{\mu\nu} - \eta_{\alpha\beta} \partial_{\mu} Y^{\alpha} \partial_{\nu} Y^{\beta}\). In the tensor \(K_{\mu\nu}^{\prime}\), indices are raised and lowered with \(g_{\mu\nu}\). The square root structure should be thought of as a power series:

\[
K_{\mu\nu}^{\prime} = \delta_{\mu\nu} - \sqrt{\delta_{\mu\nu} - H_{\mu\nu}^{\prime}} = - \sum_{n=1}^{\infty} \frac{(2n)!}{(1-2n)(n!)^2 4^n} (H^n)_{\mu\nu}^{\prime},
\]

(6.129)

where \((H^n)_{\mu\nu}^{\prime} = H_{\alpha_1}^{\mu} H_{\alpha_2}^{\nu} \cdots H_{\alpha_{n-1}}^{\nu}\), and the indices are raised with \(g^{\mu\nu}\). This tensor has been defined in this way so that if we perform the scalar St"uckelberg replacement \((Y^{\alpha} = x^{\alpha} - \eta^{\alpha\mu} \partial_{\mu} \phi)\)

\[
H_{\mu\nu} = h_{\mu\nu} + 2\Phi_{\mu\nu} - \eta^{\alpha\beta} \Phi_{\mu\alpha} \Phi_{\nu\beta},
\]

(6.130)

we have\(^{47}\)

\[
K_{\mu\nu}|_{h_{\mu\nu}=0} = g_{\mu\nu} K_{\nu}^{\alpha} |_{h_{\mu\nu}=0} = \Phi_{\mu\nu}.
\]

(6.131)

We can now understand the benefit of this reorganization; it will make it simple to determine how the self-interactions of the scalar \(\phi\) will appear in the decoupling limit. Equivalent to (6.97), we can now write

\[
S = \frac{M^2_{Pl}}{2} \int d^4x \sqrt{-g} \left( R - \frac{m^2}{2} \mathcal{W}(g, \mathcal{K}) \right),
\]

(6.132)

where \(\mathcal{W}\) is now a general potential built from contractions of the \(\mathcal{K}\) tensor, \(\mathcal{W}(g, \mathcal{K}) = \sum_{n=2}^{\infty} \mathcal{W}_n(g, \mathcal{K})\), with:

\[
\mathcal{W}_2(g, \mathcal{K}) = \langle \mathcal{K}^2 \rangle - \langle \mathcal{K} \rangle^2
\]

\[
\mathcal{W}_3(g, \mathcal{K}) = \tilde{c}_1 \langle \mathcal{K}^3 \rangle + \tilde{c}_2 \langle \mathcal{K}^2 \rangle \langle \mathcal{K} \rangle + \tilde{c}_3 \langle \mathcal{K} \rangle^3
\]

\[
\mathcal{W}_4(g, \mathcal{K}) = \tilde{d}_1 \langle \mathcal{K}^4 \rangle + \tilde{d}_2 \langle \mathcal{K}^3 \rangle \langle \mathcal{K} \rangle + \tilde{d}_3 \langle \mathcal{K}^2 \rangle^2 + \tilde{d}_4 \langle \mathcal{K} \rangle^2 \langle \mathcal{K} \rangle^2 + \tilde{d}_5 \langle \mathcal{K} \rangle^4 \]

\[
\vdots
\]

(6.133)

It is now straightforward to deduce how the scalar self-interactions will appear in the decoupling limit; they are just given by \(\mathcal{W}(\eta, \Phi)\). In order to arrange their cancellation, we just have to demand that \(\mathcal{K}\) enters the potential in the combinations (6.116)–(6.119). Therefore, we consider the action

\[
S = \frac{M^2_{Pl}}{2} \int d^4x \sqrt{-g} \left( R - \frac{m^2}{2} \mathcal{U}(g, \mathcal{K}) \right),
\]

(6.134)

\(^{46}\)We are defining the theory with respect to a flat reference metric \(\bar{g}_{\alpha\beta} = \eta_{\alpha\beta}\), but the extension to a curved reference metric is straightforward.

\(^{47}\)This can be understood by noting that (restricting to the scalar mode) we can write \(K_{\mu\nu}\) as

\[
K_{\mu\nu} = g_{\mu\nu} - \sqrt{\eta_{\alpha\beta} \partial_{\mu} Y^{\alpha} \partial_{\nu} Y^{\beta}} = g_{\mu\nu} - \sqrt{\eta_{\alpha\beta} (\delta_{\mu}^{\alpha} - \Phi_{\mu}^{\alpha}) (\delta_{\nu}^{\beta} - \Phi_{\nu}^{\beta})}.
\]
where \( \mathcal{U}(g, K) = \sum_{n=2}^{d} \alpha_n \mathcal{L}_{n}^{TD}(K) \). Here \( \alpha_n \) are free parameters, and the total derivative combinations are \[218\]

\[\begin{align*}
\mathcal{L}_{2}^{TD}(K) &= \langle K \rangle^2 - \langle K^2 \rangle, \\
\mathcal{L}_{3}^{TD}(K) &= \langle K \rangle^3 - 3 \langle K \rangle \langle K^2 \rangle + 2 \langle K^3 \rangle, \\
\mathcal{L}_{4}^{TD}(K) &= \langle K \rangle^4 - 6 \langle K \rangle^2 \langle K^2 \rangle + 3 \langle K^2 \rangle^2 + 8 \langle K \rangle \langle K^3 \rangle - 6 \langle K^4 \rangle,
\end{align*}\]

This form for the potential guarantees that the scalar self-interactions appear in the total derivative combinations \(6.116\)–\(6.119\):

\[\sqrt{-g} \mathcal{U}(g, K) \bigg|_{h_{\mu\nu}=0} = \sum_{n=1}^{d} \alpha_n \mathcal{L}_{n}^{TD}(\Phi). \] (6.138)

In the decoupling limit, it is possible to go a little further, and determine the mixing terms between \( h_{\mu\nu} \) and \( \phi \). The action takes the form

\[S = M_{Pl}^2 \int d^4x \left( -\frac{1}{4} h^{\mu\nu} \epsilon_{\mu\nu}^{\alpha\beta} h_{\alpha\beta} - \frac{m^2}{4} h^{\mu\nu} X_{\mu\nu} \right), \] (6.139)

where we have defined

\[X_{\mu\nu} = \frac{\delta}{\delta h_{\mu\nu}} \left( \sqrt{-g} \mathcal{U}(g, K) \right) \bigg|_{h_{\mu\nu}=0}. \] (6.140)

If we then use the identity \[218\]

\[\frac{\delta}{\delta h_{\mu\nu}} \langle K^n \rangle \bigg|_{h_{\mu\nu}=0} = \frac{n}{2} (\Phi_{\mu\nu}^{n-1} - \Phi_{\mu\nu}^{n}), \] (6.141)

we obtain the result \[218\]

\[\frac{\delta}{\delta h_{\mu\nu}} \left( \sqrt{-g} \mathcal{L}_{n}^{TD}(K) \right) \bigg|_{h_{\mu\nu}=0} = \frac{1}{2} \left( X_{\mu\nu}^{(n)} - n X_{\mu\nu}^{(n-1)} \right). \] (6.142)

Using these facts we can derive the decoupling limit action, which is given by (we define \( X_{\mu\nu}^{(0)} = \eta_{\mu\nu} \) and \( X_{\mu\nu}^{(-1)} = 0 \)

\[S = M_{Pl}^2 \int d^4x \left( -\frac{1}{4} h^{\mu\nu} \epsilon_{\mu\nu}^{\alpha\beta} h_{\alpha\beta} + \frac{\alpha_2}{4} h^{\mu\nu} X_{\mu\nu}^{(1)} - \left( \frac{3\alpha_3 - \alpha_2}{8} \right) h^{\mu\nu} X_{\mu\nu}^{(2)} - \left( \frac{4\alpha_4 + \alpha_3}{8} \right) h^{\mu\nu} X_{\mu\nu}^{(3)} \right). \] (6.143)

This agrees with \(6.123\) upon identifying coefficients as

\[\alpha_2 = 4; \quad \alpha_3 = 2d_3; \quad \alpha_4 = 2d_5. \] (6.144)

The key difference is that the action \(6.143\) is the exact decoupling limit action involving the helicity-2 and helicity-0 degrees of freedom. No truncation at a finite order in fluctuations has been...
taken. Here we have focused only on the scalar and tensor mixings in the decoupling limit, which is a consistent truncation, but it is possible to derive the full decoupling limit, including vector interactions \[684–686\].

Although here we have followed the historical route to (6.134), it is actually possible to derive this action from a dimensional reduction of a discrete extra dimension, along the lines of the dimensional deconstruction idea \[687, 688\]. This is carried out in \[683, 689\].

**Galileons in the decoupling limit:**

The longitudinal polarization, φ, of a massive graviton turns out to be described by a galileon theory in the decoupling limit (see Section 6.2 for a discussion of galileons). In order to see this, we consider the decoupling limit Lagrangian (6.123), in which there are mixings \[hX^{(1)}\] and \[hX^{(2)}\], between \[h_{\mu\nu}\] and \[\phi\], which can be partially removed\(^{48}\) by the following local field redefinition \[217\]

\[
h_{\mu\nu} \longrightarrow \hat{h}_{\mu\nu} + \phi \eta_{\mu\nu} + \frac{(6c_3 - 1)}{2\Lambda_3^3} \partial_\mu \phi \partial_\nu \phi.
\]

(6.145)

Note also that we have been implicitly assuming that the metric couples to matter through \[h_{\mu\nu}T^{\mu\nu}\], so that this field redefinition induces scalar couplings to \[T_{\mu\nu}\] of the form \[\sim \phi T\] and \[\sim \partial_\mu \phi \partial_\nu T^{\mu\nu}\]. After performing this field redefinition, the decoupling limit Lagrangian is given by

\[
\mathcal{L} = -\frac{1}{4}h^{\mu\nu}\mathcal{E}_{\mu\nu}^{\alpha\beta}h_{\alpha\beta} + 3\phi \Box \phi + \frac{3(6c_3 - 1)}{4\Lambda_3^3} \Box \phi (\partial \phi)^2
\]

\[+ \frac{1}{\Lambda_3^6} \left[ \frac{1}{4}(6c_3 - 1)^2 - 2(c_3 + 8d_5) \right] (\partial \phi)^2 \left( [\phi]^2 - [\Phi]^2 \right)\]

\[+ \frac{5}{4\Lambda_3^3}(6c_3 - 1)(c_3 + 8d_5)(\partial \phi)^2 \left( [\phi]^3 - 3[\phi][\Phi]^2 + 2[\Phi]^3 \right) - \frac{(8d_5 + c_3)}{\Lambda_3^6} h^{\mu\nu}X^{(3)}_{\mu\nu}(\phi).
\]

(6.146)

Notice that the self-interactions of the scalar are precisely the galileon terms (6.58), and so we can write this action as

\[
\mathcal{L} = -\frac{1}{4}h^{\mu\nu}\mathcal{E}_{\mu\nu}^{\alpha\beta}h_{\alpha\beta} - 6\mathcal{L}^{\text{gal}}_2(\phi) + \frac{3(6c_3 - 1)}{2\Lambda_3^3} \mathcal{L}^{\text{gal}}_3(\phi) - \frac{4}{\Lambda_3^9} \left[ \frac{1}{4}(6c_3 - 1)^2 - 2(c_3 + 8d_5) \right] \mathcal{L}^{\text{gal}}_4(\phi)
\]

\[- \frac{15}{4\Lambda_3^3}(6c_3 - 1)(c_3 + 8d_5)\mathcal{L}^{\text{gal}}_5(\phi) - \frac{(8d_5 + c_3)}{\Lambda_3^6} h^{\mu\nu}X^{(3)}_{\mu\nu}(\phi),
\]

(6.147)

where the galileon terms are normalized as in (6.58). This is as simple as things get: there does not exist a local field redefinition which can remove the \[hX^{(3)}\] mixing \[217\]. Notice that if we set \[c_3 = 1/6, d_5 = -1/48\], the scalar self-interactions disappear and we have a completely free theory of a helicity-2 and a helicity-0 particle.

\(^{48}\)Note that this works because \[217, 262\]

\[
\mathcal{E}_{\mu\nu}^{\alpha\beta}(\phi \eta_{\alpha\beta}) = -2X^{(1)}_{\mu\nu}; \quad \mathcal{E}_{\mu\nu}^{\alpha\beta}(\partial_\alpha \phi \partial_\beta \phi) = X^{(2)}_{\mu\nu}.
\]
In light of the fact that the galileons appear in the theory, it should not be surprising that the dRGT theory also exhibits superluminality. Indeed, this has been argued to be the case [226, 690–694]. However, these calculations are of the classical phase velocity, so it is unclear to what extent this implies acausality in the theory [226, 695]. See Section 10.6.2 in [263] for an extensive discussion of superluminality in massive gravity theories.

**Freedom from ghosts:**

Although the special form of the $X^{(n)}_{\mu\nu}$ tensors ensures that the dRGT theory (6.134) is ghost-free in the decoupling limit, it is still in principle possible that the Boulware–Deser ghost re-emerges in the theory once we look beyond the decoupling limit. However, it has been clearly demonstrated that the full nonlinear theory is free of the Boulware–Deser ghost to all orders beyond the decoupling limit. This has been shown by various authors both from a direct canonical analysis in ADM variables [634, 655, 696–700] and in the Stückelberg and helicity language [701–704]. While this guarantees that the theory propagates only 5 degrees of freedom, even non-linearly, it nevertheless remains possible for one or more of these 5 physical modes to become ghostly around particular backgrounds, providing further constraints on the theory.

**Self–accelerating solutions in the decoupling limit:**

We now consider de Sitter solutions in massive gravity without external matter—self-accelerating solutions. As a first step, we search for these solutions in the decoupling limit, following [635].

The decoupling-limit Lagrangian is given by

$$\mathcal{L} = -\frac{1}{4} h^{\mu\nu} \varepsilon^{\alpha\beta} h_{\alpha\beta} + \sum_{n=1}^{3} \frac{a_n}{\Lambda^{3n-3}} h^{\mu\nu} X^{(n)}_{\mu\nu}(\phi),$$  \hspace{1cm} (6.148)

where $a_1 = -1/2$ and $a_2, a_3$ are just a re-shuffling of the constants $c_3$ and $d_5$ which appear in, for example, (6.123). The $X^{(n)}$ tensors are given as before by (6.116)–(6.119), but a particularly convenient way of rewriting them for this purpose (up to overall normalization which can be absorbed into the $a_n$) [262, 635] is

$$X^{(1)}_{\mu\nu}(\phi) = \epsilon^{\alpha\rho\sigma} \epsilon_{\nu\rho\sigma} \Phi_{\alpha\beta},$$
$$X^{(2)}_{\mu\nu}(\phi) = \epsilon^{\alpha\rho\gamma} \epsilon_{\nu\beta\gamma} \Phi_{\alpha\beta\Phi_{\rho\sigma}},$$
$$X^{(3)}_{\mu\nu}(\phi) = \epsilon^{\alpha\rho\gamma} \epsilon^{\beta\sigma\delta} \Phi_{\alpha\beta\Phi_{\rho\sigma}} \Phi_{\gamma\delta}.$$  \hspace{1cm} (6.149)

The equations of motion following from (6.148) are [635]

$$-\frac{1}{2} \varepsilon^{\alpha\beta} h_{\alpha\beta} + \sum_{n=1}^{3} \frac{a_n}{\Lambda^{3n-3}} X^{(n)}_{\mu\nu}(\phi) = 0,$$
$$\left(a_1 \epsilon^{\alpha\rho\sigma} \epsilon_{\nu\rho\sigma} + \frac{2a_2}{\Lambda^{3}} \epsilon^{\alpha\rho\gamma} \epsilon_{\nu\rho\sigma} \gamma \Phi_{\rho\sigma} + \frac{3a_3}{\Lambda^{6}} \epsilon^{\alpha\rho\gamma} \epsilon_{\nu\beta\sigma} \Phi_{\rho\sigma} \Phi_{\gamma\delta} \right) \partial_{\alpha} \partial_{\beta} h^{\mu\nu} = 0.$$  \hspace{1cm} (6.150)

\textsuperscript{49}See [705, 706] for a discussion of the cosmology of a related covariantization of this theory.
To search for de Sitter solutions to these equations, note that, far inside the horizon (|\vec{x}| \ll H^{-1}), the de Sitter metric can be written as [204, 635]

$$ds^2 \simeq \left(1 - \frac{1}{2}H^2x^2\right)\eta_{\mu\nu}dx^\mu dx^\nu.$$  \hspace{1cm} (6.151)

Thus we look for solutions with $h_{\mu\nu} = -(H^2x^2/2)\eta_{\mu\nu}$, and we make the following ansatz for the scalar field

$$\phi = q\Lambda^3 x^2,$$  \hspace{1cm} (6.152)

where $q$ is a constant. With these assumptions, the equations of motion become [259, 635]

$$H^2\left(3a_3q^2 + 2a_2q - \frac{1}{2}\right) = 0,$$

$$M_{Pl}^2H^2 = \Lambda^3\left(2a_3q^3 + 2a_2q^2 - q\right).$$  \hspace{1cm} (6.153)

The quadratic equation $3a_3q^2 + 2a_2q - \frac{1}{2} = 0$ is easily solved for $q$, and inserting the result into the second equation yields $H$ [635]. Notice that if $q \sim O(1)$, then the Hubble constant is parametrically the graviton mass:

$$H^2 \sim \frac{\Lambda^3}{M_{Pl}^2} \sim m^2.$$  \hspace{1cm} (6.154)

In order for this to describe a de Sitter solution (with $H > 0$) and for scalar and tensor perturbations about this solution to be stable, the parameters $a_2$ and $a_3$ must satisfy [259, 635]

$$a_2 < 0; \quad -\frac{2a_2^2}{3} < a_3 < -\frac{a_2^2}{2}.$$  \hspace{1cm} (6.155)

However, vector perturbations around the self-accelerating background appear to inevitably be either strongly-coupled or ghost-like [684, 707].

**Cosmology away from the decoupling limit:**

While we have focused on self-accelerating solutions in the decoupling limit, there have also been many studies of cosmological solutions in the full theory (6.134). The situation is rather complicated. In [636], it was shown that the non-linear theory does not admit flat FLRW solutions. Nevertheless, there exist other cosmological solutions: open FLRW [640], and cosmologies with anisotropies in the Stueckelberg sector [641–643, 645, 646]. However, perturbations about these solutions appear to be badly-behaved, both linearly [684, 707–713] and nonlinearly [714–716].

In order to remedy this situation and find acceptable cosmological solutions, many extensions of the dRGT theory have been proposed. One possibility is to let the background metric be dynamical, and consider a bi-metric theory [658, 717–719] (or even a multi-metric theory [655, 719–721]), leading to different cosmological solutions [620, 722–735]. Another possibility is to let the graviton mass itself be a field [736–738] or to couple in additional fields [739–743] (for instance galileon scalar fields [559, 561, 744]). One concrete proposal for adding new fields which has attracted some attention is so-called quasi-dilaton massive gravity, where the theory enjoys a scaling
symmetry [745]. Cosmologies of this theory and its extensions are considered in [746–750]. A further enticing possibility is that a particular choice of the potential terms could lead to an extra gauge symmetry about de Sitter space, leading to a theory of partially massless gravity [751, 752]. This possibility has been explored [753–757], but it is not clear whether such a theory exists non-linearly [757–759].

Despite this flurry of activity, to date there does not seem to be an extension of dRGT which possesses a completely satisfactory self-accelerated solution. However, many of these extensions are interesting in their own right.

**Vainshtein screening:**

One interesting feature of massive gravity is that it too exhibits the Vainshtein effect, with the longitudinal polarization mode of the graviton becoming screened. This is not particularly surprising, since we saw in (6.147) that in the decoupling limit the helicity-0 mode is described by a galileon theory with an additional mixing between the scalar and the helicity-2 mode. We have already seen that the galileons exhibit Vainshtein screening about a spherical source, and therefore it is immediately clear that in the case where $8d_5 + c_3 = 0$ the theory will exhibit the Vainshtein mechanism. The general case is slightly more delicate, owing to the coupling $h^{\mu\nu}X^{(3)}_{\mu\nu}$, but in this case Vainshtein screening persists. In all cases, the Vainshtein radius is given by

$$r_V \sim \left( \frac{M}{M_{Pl}} \right)^{1/3} \frac{1}{\Lambda_3},$$  (6.156)

where $M$ is the mass of the source. See [590, 760–765] for discussions of Vainshtein screening in the decoupling limit of dRGT. For a discussion of the Vainshtein mechanism in bimetric gravity, see [766].

### 6.3.5 Degravitation

Massive gravity also allows us to view the cosmological constant problem in a different light. Rather than asking: *why is the observed cosmological constant so small?* we are able to ask the slightly different: *why does the cosmological constant not gravitate very strongly?* [767–769] This is an interesting viewpoint; up to now we have been fighting $\Lambda$, trying to make its value small, but this allows us to take seriously the notion that the large cosmological constant generated via matter loops is physical, and that it does not strongly curve space-time. This phenomenon of *degravitation* is intimately tied to massive gravity: as we will see below, any theory that exhibits degravitation must reduce, to a theory of massive/resonance gravity at the linearized level [769]. Moreover, degravitation admits a nice analogy with electromagnetism—it is the gravitational analogue of the screening of charges in a superconductor (Meissner effect) [769].

A simple phenomenological modification to Einstein’s equations that captures the idea of degravitation is

$$G_N^{-1}(\Box L^2)G_{\mu\nu} = 8\pi T_{\mu\nu}.$$  (6.157)
Here Newton’s constant, $G_N(\Box L^2)$, has been promoted to a high-pass filter which has characteristic scale $L$: sources with characteristic wavelength $\lambda \ll L$ experiences gravity normally, whereas sources with wavelength $\lambda \gg L$ are degravitated.

Notice that equation (6.157) violates the Bianchi identity—which follows directly from general covariance—so there must be more to the story. However, already at the linearized level, where the Bianchi identity is trivially satisfied, we can isolate a problem. By parameterizing the filter function as $G_N^{-1}(\Box L^2) \equiv \left( G_N^{(0)} \right)^{-1} \left( 1 - \frac{m^2(\Box L^2)}{\Box} \right)$, expanding $g_{\mu\nu} = \eta_{\mu\nu} + \hat{h}_{\mu\nu}$, and choosing de Donder gauge $\partial^\mu \hat{h}_{\mu\nu} = \partial_\nu \hat{h}/2$, (6.157) takes the form

$$\left( \Box - m^2(\Box L^2) \right) \left( \hat{h}_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} \hat{h} \right) = 8\pi G_N^{(0)} T_{\mu\nu} \ .$$  (6.158)

As a special case, we can imagine that $m^2(\Box L^2) \equiv m^2$ is constant. This makes the issue obvious: the only allowed (Lorentz-invariant) spin-2 mass term is the Fierz–Pauli choice [633]:

$m^2(\hat{h}_{\mu\nu} - \eta_{\mu\nu})$. Other choices propagate a ghost. The mass term in (6.158) is clearly not of this form, hence it cannot describe a massive spin-2 particle consistently. Allowing for a more general $m^2(\Box L^2)$ only amplifies the problem; if we write the Källén–Lehmann spectral representation of the graviton propagator

$$\frac{1}{\Box - m^2(\Box L^2)} = \int_0^{\infty} dM^2 \rho(M^2 L^2) \ ,$$  (6.159)

we can apply the above argument to each of the massive gravitons in the continuum.

The resolution of this paradox turns out to be simple: a massive graviton has 5 polarization states (2 with helicity-2, 2 with helicity-1 and 1 with helicity-0), but (6.158) only describes the helicity-2 part of the graviton; it is an effective equation obtained by integrating out the other 3 degrees of freedom. It is worthwhile to briefly review the proof of this fact found in [769, 770].

We start by generalizing the Fierz–Pauli equation to allow for a momentum-dependent mass for the graviton:

$$(\mathcal{E}h)_{\mu\nu} + \frac{m^2(\Box L^2)}{2}(h_{\mu\nu} - \eta_{\mu\nu} h) = 8\pi G_N^{(0)} T_{\mu\nu} \ ,$$  (6.160)

due to the mass term in (6.162) only.

This replacement makes $h_{\mu\nu}$ gauge-invariant under the transformations

$$\delta_{\xi} h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu \quad \delta_{\xi} A_{\mu} = -\xi_\mu \ .$$  (6.162)

This parallels electromagnetism in a Higgs (superconducting) phase, where the photon is a gauge-invariant observable: $A_{\mu} = \tilde{A}_{\mu} + \partial_\mu \phi$. 
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The idea is to integrate out $A_\mu$ by solving for it using its equation of motion and then substituting the result back into (6.160), giving us an equation for the helicity-2 modes $\hat{h}_{\mu\nu}$. We begin by substituting the decomposition (6.161) into (6.160) to obtain

$$(\mathcal{E}\hat{h})_{\mu\nu} + m^2 (\Box L^2) \left( \hat{h}_{\mu\nu} - \eta_{\mu\nu} \hat{h} + \partial_\mu A_\nu + \partial_\nu A_\mu - 2\eta_{\mu\nu} \partial^\alpha A_\alpha \right) = 8\pi G_N^{(0)} T_{\mu\nu}.$$ (6.163)

In order to isolate an equation for $A_\mu$, we take the divergence of this expression, leading to

$$\partial^\mu F_{\mu\nu} = -\partial^\mu \left( \hat{h}_{\mu\nu} - \eta_{\mu\nu} \hat{h} \right),$$ (6.164)

where we have defined $F_{\mu\nu} \equiv \partial_\mu A_\nu - \partial_\nu A_\mu$. Taking another divergence yields the equation $\partial^\mu \partial^\nu \hat{h}_{\mu\nu} - \Box \hat{h} = 0$, hence $\hat{h}$ can be written as $\hat{h}_{\mu\nu} = \hat{h}_{\mu\nu} - \eta_{\mu\nu} \Pi_{\alpha\beta} \hat{h}^{\alpha\beta} / 3$, where $\Pi_{\alpha\beta} = \eta_{\alpha\beta} - \partial_\alpha \partial_\beta / \Box$ is the transverse projector. This implies that $\hat{h}_{\mu\nu}$ carries two degrees of freedom. We now solve (6.164), for $A_\mu$:

$$A_\nu = - \frac{1}{\Box} \partial^\mu \left( \hat{h}_{\mu\nu} - \eta_{\mu\nu} \hat{h} \right) - \partial_\nu \Theta,$$ (6.165)

where $\Theta$ is an arbitrary gauge function. By substituting (6.165) back into (6.163), and making an appropriate choice for $\Theta$, we find

$$\left( 1 - \frac{m^2 (\Box L^2)}{\Box} \right) (\mathcal{E}\hat{h})_{\mu\nu} = 8\pi G_N^{(0)} T_{\mu\nu},$$ (6.166)

which is indeed the linearized version of (6.157). So we see that, as advocated, (6.158) can be seen as the effective equation for the helicity-2 part $\hat{h}_{\mu\nu}$, which arises from integrating out the extra helicities of a massive spin-2 representation.

Therefore, we see that any theory that any theory which degravitates or filters out the cosmological constant must reduce to a theory of massive or resonance gravity in the weak field limit. Note that the implication only goes one way here: not all theory of massive or resonance gravity exhibit degravitation at the non-linear level.

We now explore how degravitation works at the linearized level. Take (6.160) with a vacuum energy contribution, $T_{\mu\nu} = -\Lambda \eta_{\mu\nu}$, and for simplicity we will consider the case where $m^2 \equiv \frac{1}{L^2}$ is constant:

$$(\mathcal{E}\hat{h})_{\mu\nu} + \frac{1}{2L^2} (h_{\mu\nu} - \eta_{\mu\nu} h) = -8\pi G_N^{(0)} \Lambda \eta_{\mu\nu}.$$ (6.167)

In the absence of a mass term, the solution grows unbounded, $h_{ij} \sim \frac{1}{2} (t^2 \delta_{ij} + x_i x_j)$, which is just the weak-field version of de Sitter space. However, when we turn on the mass term the solution is just flat space

$$h_{\mu\nu} = \frac{\Lambda L^2}{3} \eta_{\mu\nu}.$$ (6.168)

So we see that the gravitational backreaction of $\Lambda$ vanishes in the linearized theory of a massive spin-2 particle! The cosmological constant has been degravitated.
It is reasonable to ask: what forms are allowed for the mass \( m^2(\Box L^2) \)? One way to parameterize the function which turns out to be useful is in the power law form \([769, 770]\)

\[
m^2(\Box L^2) = L^{-2(1-\alpha)}(-\Box)^\alpha . \tag{6.169}
\]

Various phenomenological and theoretical considerations constrain the constant \( \alpha \). In order for the modification to be relevant at large scales (in the infrared), we must have \( \alpha < 1 \), otherwise the mass term will be unimportant as \( \Box \to 0 \). Additionally, we want the graviton propagator to have a positive definite spectral density, \( \rho(M^2) \geq 0 \) in (6.159). If \( \alpha < 0 \), the left-hand side of (6.159) will vanish as \( \Box \to 0 \), which is impossible if \( \rho \) is positive-definite. Therefore, we must have \( \alpha \geq 0 \). Finally, \([769]\) argue that \( \alpha < 1/2 \) is necessary for degravitation to be effective in a certain decoupling limit of the theory. Putting these constraints together, the allowed range is

\[
0 \leq \alpha < \frac{1}{2} . \tag{6.170}
\]

The lower bound corresponds to massive gravity, discussed earlier in this review. The range \( \alpha > 0 \) corresponds to having a continuum of massive graviton states. This can be realized explicitly in brane-induced gravity models, where the extra dimensions have infinite extent. The most-studied example is the DGP model \([495]\), with one extra dimension. (For a review, see \([271]\).) In the DGP model, the mass term takes the form \( m^2(\Box L^2) = L^{-1}\sqrt{-\Box} \), which corresponds \( \alpha = 1/2 \) in our parametrization. Interestingly, this just falls outside the desired range (6.170). Indeed, the DGP model fails to exhibit degravitation—a large brane tension generates rapid Hubble expansion on the brane.

Degravitation has been shown to occur in the decoupling limit of dRGT massive gravity \([635]\), which corresponds to \( \alpha = 0 \). Indeed, Minkowski space is a solution with an arbitrarily large cosmological constant. There is, however, a tension with phenomenology: through the Vainshtein mechanism, a large vacuum energy raises the strong coupling scale, which in turn leads to larger deviations from GR. Consistency with solar system tests puts an upper bound on the largest phenomenologically-acceptable value of \( \Lambda \) that can be degravitated in this way, and unfortunately the answer is a measly meV\(^4\). A similar restriction was found in the self-tuning theories of \([771–773]\).

Another avenue for degravitation is to consider extensions of the DGP model to higher co-dimension. In \( D = 6 \) bulk space-time dimensions, for instance, a co-dimension 2 brane, like a cosmic string, should create a deficit angle in the extra dimensions while remaining flat. For \( D > 6 \), it has been argued that a brane with tension should inflate, but with a Hubble rate that is inversely proportional to the brane tension \([767]\).

In terms of the \( \alpha \) parametrization, \( D \geq 6 \) brane-induced gravity theories all correspond to \( \alpha \approx 0 \) in the far infrared \([774]\). To see this, first note that the gravitational potential on the brane must scale as \( 1/r^{D-3} \) at large distances, consistent with \( D \)-dimensional gravity. Expanding in terms of massive states,

\[
\Phi(r) = \int_0^\infty dM^2 \rho(M^2) \frac{e^{-Mr}}{r} \sim \frac{1}{r^{D-3}} , \tag{6.171}
\]
the spectral density must satisfy $\rho(M^2) \sim M^{D-6}$ as $M \to 0$. Therefore, we see that in the small momentum limit ($\Box \to 0$),

$$\lim_{\Box \to 0} \left[ \frac{1}{\Box - m^2(\Box L^2)} \right] \sim \int_0 dM^2 \frac{M^{D-6}}{M^2}. \quad (6.172)$$

This integral is convergent for $D > 6$. Therefore, in the infrared all such theories correspond to $\alpha = 0$. In $D = 6$, the integral diverges logarithmically, corresponding to $m^2(\Box L^2) \sim \log \Box$.

The simplest extension of the DGP model—a 3-brane embedded in a $D$-dimensional bulk spacetime—had long been thought to be plagued by ghost instabilities [775, 776]. This conclusion was based on the tensorial structure of the graviton exchange amplitude. Recently, a careful Hamiltonian analysis has revealed that the would-be ghost is in fact constrained, and therefore non-propagating [777]. Much remains to be understood about the theoretical underpinnings of these higher-dimensional scenarios, but these recent developments open the door to new phenomenological investigations of these theories. As a first step in this direction, the cosmology of the $D = 6$ model is currently under investigation [778].

Another generalization of the DGP scenario to higher dimensions is cascading gravity [774, 779–781]. In this construction, our 3-brane is embedded within a succession of higher-dimensional branes, each with their own induced gravity term. In this simplest codimension-2 case, for instance, the 3-brane is embedded in a 4-brane within a flat 6D bulk. As a result, the gravitational force law “cascades” from $4D (1/r^2)$ to $5D (1/r^3)$ to $6D (1/r^4)$, as we probe larger distances on the 3-brane.

A similar cascading behavior of the force law was also obtained recently in a different codimension-two framework [782]. Closely related work on intersecting branes was discussed in [783–785] with somewhat different motivations. See [780, 786, 787] for studies of degravitation in the cascading framework, and [788] for self-accelerated solutions in this context.

### 6.4 Horndeski theory

In Section 6.3 we considered one way of coupling galileon theories to gravity—having them appear as the helicity-0 component of a massive graviton. This is in a sense, a type of “covariantization” of galileon theories. However, there is of course another sense in which galileons can be covariantized: the usual way of promoting the background metric to be dynamical. This leads to a line of development orthogonal to that of massive gravity, but no less interesting.

Covariantizing the galileon Lagrangians (6.58), turns out to be rather subtle; the natural thing to do is to promote the background Minkowski metric to be a dynamical field and to promote partial derivatives to covariant derivatives

$$\eta_{\mu\nu} \mapsto g_{\mu\nu} ; \quad \partial_\mu \mapsto \nabla_\mu. \quad (6.173)$$

For the terms $\mathcal{L}_1 - \mathcal{L}_3$, this works fine. However, it turns out that the equations of motion following from the covariantized versions of $\mathcal{L}_4$ and $\mathcal{L}_5$ in (6.58) involve third derivatives of both the metric...
and the field, indicating that the coupled theory of galileons minimally coupled to gravity propagates a ghost [554]. This problem can be removed, by introducing non-minimal couplings as [554]

\[
\mathcal{L}_1 = \phi, \\
\mathcal{L}_2 = \frac{1}{2}(\nabla\phi)^2, \\
\mathcal{L}_3 = \frac{1}{2} \nabla\phi(\nabla\phi)^2, \\
\mathcal{L}_4 = \frac{1}{4}(\nabla\phi)^2 \left[ (\nabla\phi)^2 - (\nabla_{\mu}\nabla_{\nu}\phi)^2 - \frac{1}{4}(\nabla\phi)^2 R \right], \\
\mathcal{L}_5 = \frac{1}{3}(\nabla\phi)^2 \left[ (\nabla\phi)^3 + 2(\nabla_{\mu}\nabla_{\nu}\phi)^3 - 3\nabla\phi(\nabla_{\mu}\nabla_{\nu}\phi)^2 - 6G_{\mu\nu}\nabla_{\mu}\phi\nabla_{\nu}\phi\nabla_{\rho}\phi \right],
\]

(6.174)

where \( R \) and \( G_{\mu\nu} \) are the Ricci scalar and Einstein tensor corresponding to the metric \( g_{\mu\nu} \), respectively. There are two things to note about these terms: the first is that they break the global galilean symmetry \( \delta \phi = b_{\mu}x^{\mu} \). Essentially this is because the Lagrangians used to shift by a total derivative under this symmetry, but in the presence of a dynamical background metric, the variations are no longer total derivatives. Second, these are not the unique choices of non-minimal terms which lead to second-order equations of motion, because we can always commute covariant derivatives to induce more non-minimal couplings.\(^{50}\)

In light of these two facts, we are motivated to ask the following question: what is the most general Lagrangian which couples a scalar field to gravity non-minimally, and which has second-order equations of motion? This question precisely was asked and answered in [555], inspired exactly by this interest in covariantizing the galileon theory, and the resulting theory was referred to as that of generalized galileons, having the Lagrangian

\[
\mathcal{L}_{\text{gen.gal.}} = K(\phi, X) - G_3(\phi, X)\Box\phi + G_4(\phi, X)R + G_4, X(\phi, X)\left[ (\nabla\phi)^2 - (\nabla_{\mu}\nabla_{\nu}\phi)^2 \right] \\
+ G_5(\phi, X)G_{\mu\nu}\nabla_{\mu}\nabla_{\nu}\phi - \frac{1}{6}G_5, X(\phi, X)\left[ (\nabla\phi)^3 - 3(\nabla\phi)(\nabla_{\mu}\nabla_{\nu}\phi)^2 + 2\nabla_{\mu}\nabla_{\alpha}\phi\nabla_{\alpha}\nabla_{\beta}\phi\nabla_{\gamma}\nabla_{\mu}\phi \right],
\]

(6.175)

where \( K, G_3, G_4, G_5 \) are arbitrary functions of \( \phi \) and \( X \), where \( X = -\frac{1}{2}(\nabla\phi)^2. \)

It turns out that the answer to this question was known much earlier, but had gone mostly overlooked in the literature (but was resurrected in [771]). In 1974, Horndeski [789] wrote down the most general scalar-tensor Lagrangian which has second order equations of motion. It was pointed out in [790] that the generalized galileons and Horndeski’s theory are equivalent (see [790] for a dictionary translating between the two languages). The Horndeski theory involves 4 free functions

\(^{50}\)One unambiguous way to choose a set of non-minimal couplings which preserve second-order equations of motion (but still break the galileon symmetry) is through the brane construction of [484].
of the field and its kinetic term, and can be written as (in the notation of [790])

\[
\mathcal{L}_{\text{Horndeski}} = 3!\delta_{\mu}^{[\alpha \beta \gamma]} \left[ \kappa_1 (\phi, X) \nabla^\mu \nabla_\alpha \phi \nabla_\beta \nabla_\gamma \phi + \frac{2}{3} \kappa_{1,X} (\phi, X) \nabla^\mu \nabla_\alpha \phi \nabla^\nu \nabla_\beta \phi \nabla^\sigma \nabla_\gamma \phi \\
+ \kappa_3 (\phi, X) \nabla_\alpha \phi \nabla^\mu \phi R_{\beta \gamma}^{\mu \nu} + 2\kappa_{3,X} (\phi, X) \nabla_\alpha \phi \nabla^\mu \phi \nabla^\nu \nabla_\beta \phi \nabla^\sigma \nabla_\gamma \phi \right] \\
+ 2\delta_{\mu}^{[\alpha \beta]} \left[ (F(\phi, X) + 2W(\phi)) R^{\mu \nu}_{\alpha \beta} + 2F_X (\phi, X) \nabla^\mu \nabla_\alpha \phi \nabla_\beta \phi \\
+ 2\kappa_8 (\phi, X) \nabla_\alpha \phi \nabla^\mu \phi \nabla^\nu \nabla_\beta \phi \right] \\
- 6 \left( F_{,\phi}(\phi, X) + 2W_{,\phi}(\phi) - X \kappa_8 (\phi, X) \right) \Box \phi + \kappa_9 (\phi, X),
\]

where \( X \equiv -\frac{1}{2} (\nabla \phi)^2 \). This Lagrangian contains four completely free functions of \( \phi \) and \( X \), \( \kappa_1, \kappa_3, \kappa_8, \kappa_9 \), one constrained function, \( F(\phi, X) \), which must satisfy

\[
F_{,X} = 2(\kappa_3 + 2X \kappa_{3,X} - \kappa_{1,\phi}),
\]

and one function of only \( \phi \), \( W(\phi) \), which may be absorbed by redefining \( F \) [790]. Therefore, we see that in both forms, the theory is described by 4 arbitrary functions.

This theory has been constructed to have second-order equations of motion, but beyond that there are no symmetry properties which restrict the arbitrary functions. However, it is possible to place restrictions on these terms from their phenomenology. A basic phenomenological requirement is that the fifth force mediated by \( \phi \) be screened from solar system tests [791, 792]. In [771–773], the functional form of the Horndeski theory was restricted by demanding that the resulting theory be self-tuning,51 that is, that the resulting theory admit Minkowski space as a solution in the presence of an arbitrary cosmological constant, as a means to address the old CC problem. The result is a Lagrangian theory of the “Fab Four”:

\[
\mathcal{L}_{\text{John}} = V_{\text{John}}(\phi) G^{\mu \nu} \nabla_\mu \phi \nabla_\nu \phi, \\
\mathcal{L}_{\text{Paul}} = -\frac{1}{4} V_{\text{Paul}}(\phi) \epsilon^{\mu \nu \lambda \sigma} \epsilon_{\alpha \beta \gamma \delta} R_{\lambda \sigma \gamma \delta} \nabla_\mu \phi \nabla_\alpha \phi \nabla_\nu \phi \nabla_\beta \phi, \\
\mathcal{L}_{\text{George}} = V_{\text{George}}(\phi) R, \\
\mathcal{L}_{\text{Ringo}} = V_{\text{Ringo}}(\phi) \left( R_{\mu \nu \alpha \beta} R^\mu \nu \alpha \beta - 4 R_{\mu \nu} R^{\mu \nu} + R^2 \right).
\]

Note that this theory evades Weinberg’s no-go theorem about self tuning (reviewed in Appendix A) by allowing for the profile of the field \( \phi \) to be time-dependent. However, in order for such a theory to be observationally viable, it must employ the Vainshtein mechanism within the solar system to evade fifth force constrains, and recently it has been argued that the need for solar system screening and weak-coupling constrain the cosmological impact of the Fab Four [796].

51For related work on the cosmology of this theory, see [793–795].
Horndeski’s theory has been extensively studied, for overviews see [260, 797]. It has been used to construct general theories of inflation [790, 798–804] and cosmic acceleration [232, 237, 805–810]. Additionally black holes have been studied in this theory in [811–817], and it has been generalized to describe multiple fields non-minimally coupled to gravity [818–820].

Finally, note that expanding Horndeski’s theory about a cosmological FLRW solution neatly leads to a type of EFT of dark energy, similar to the theories discussed in [230–238]. Additionally, the fact that expanding the general Horndeski theory about a cosmological background in the quasi-static regime requires two functions of time and scale to describe perturbations connects to the parameterized post-Friedmann approach to modified gravity, which we discuss briefly in Sections 10.1.3 and 10.2.4.
Part III

Experimental tests

We overview experimental tests of gravity on a wide range of scales. We begin with a short summary of the discovery of the accelerating universe and current constraints on its expansion history.

7 The accelerating universe

The discovery of the accelerating universe was made by observing distant type Ia supernovae [1, 3], and this remains an important probe of cosmic acceleration [2, 4–12]. Type Ia supernovae are useful because they can be used as standard candles: this type of supernova occurs when a white dwarf star reaches the Chandrasekhar mass limit and explodes [821, 822]. By studying the observed brightness of this explosion vs. time (the so-called lightcurve), it is possible to calibrate the intrinsic luminosity of the supernova to better than 10% [823–826]. We then have an object of known absolute brightness, by measuring its apparent brightness we can infer its distance.

For a given object with an intrinsic luminosity, $L$, the further away it is, the dimmer it appears because the observed flux scales with the distance to the object as $\sim r^{-2}$. In fact, this observation can be used to define the luminosity distance to an object

$$d_L = \sqrt{\frac{L}{4\pi F}}, \quad (7.1)$$

where $L$ is the object’s intrinsic luminosity and $F$ is the measured flux. Oftentimes it is useful to express things in terms of redshift

$$z \equiv \frac{a_0}{a} - 1 = \frac{\lambda_{\text{meas.}}}{\lambda_{\text{emit.}}}, \quad (7.2)$$

which measures by how much the wavelength of light is stretched due to the expansion of the universe between when it was emitted and when it is observed here on Earth. Using this, we can rewrite the luminosity distance as (see, for example [827])

$$d_L(z) = (1 + z) \int_0^z \frac{dz'}{H(z')} \quad (7.3)$$

We assume spatial flatness here and in the rest of the following sections. The expression above can be expanded about $z = 0$ to obtain

$$H_0 d_L(z) \simeq z + \frac{1}{2} (1 - q_0) z^2 + \ldots \quad (7.4)$$

where we have defined the deceleration parameter $q \equiv -\ddot{a}/(aH^2)$. Using measurements of the luminosity distance of standard candles at various redshifts, we can constrain the parameter $q_0$. Often the constraints on $q_0$ are expressed in the $(\Omega_m, \Omega_\Lambda)$ plane; by combining the Friedmann
equations and assuming that the universe is composed only of matter and \( \Lambda \), we can obtain the relation

\[
q_0 = \frac{1}{2}\Omega_m - \Omega_\Lambda.
\]  (7.5)

In Figure 12, we reproduce the constraints on \( \Omega_m \) and \( \Omega_\Lambda \) from the Supernova Cosmology Project [11]. Joint constraints between CMB, BAO and supernova data indicate

\[
\Omega_\Lambda \sim 0.7,
\]  (7.6)

which implies a value for the cosmological constant of \( \Lambda \sim M_{Pl}^2 H_0^2 \approx (10^{-3} \text{eV})^4 \).

Rather than assuming a \( \Lambda \)CDM cosmology, we can attempt to fit the data with a perfect fluid component with arbitrary equation of state, \( w \). In this way, we obtain a constraint in the \((\Omega_m, w)\) plane, and find that \( w \) must be rather close to \(-1\) at the present day. These constraints are also reproduced in Figure 12. Indeed, in the last decade the basic parameters of the accelerating universe are well measured even without using supernova data—providing a powerful consistency check. The two other powerful methods that have been used to measure the geometry of the universe are: the cosmic microwave background (CMB) [13–22] and the Baryonic Acoustic Oscillation (BAO) feature in the galaxy power spectrum [23–30]. In fact, since measurement of \( q_0 \) only constrains the linear combination \( \frac{1}{2}\Omega_m - \Omega_\Lambda \), these measurements are a very powerful tool in breaking the degeneracy between these two parameters.
The CMB measurements constrain the total energy density in the universe, \(\Omega_{\text{tot}} = \Omega_m + \Omega_\Lambda + \Omega_\kappa\). We expect that CMB anisotropies will peak at the Hubble scale at last scattering \(R \sim H_{\text{cmb}}^{-1}\) \([32, 828, 829]\). This gives us a feature of known size, or a \textit{standard ruler} on the sky, by measuring its angular size we can infer the angular diameter distance \(d_A \equiv d_L/(1+z)^2\), where \(d_L\) is given by (7.1), at the redshift of last scattering \(z \approx 1100\). For a flat universe, the characteristic domain subtends approximately \(\sim 1^\circ\) on the sky (corresponding to \(\ell \sim 200\) in terms of spherical harmonics). In a positively curved (closed) universe, the feature will appear smaller on the sky and in a negatively curved (open) universe, it will subtend a larger angle \([830]\). Measurements of the CMB have been used to constrain the combination \(\Omega_m + \Omega_\Lambda\) to be unity with percent level precision. This gives a constraint on a linear combination of these two parameters orthogonal to that coming from SN Ia measurements.

The BAO measurement typically constrains the angular diameter distance at redshifts of about unity (and more recently up to \(z \approx 3\).) Thus, a combination of the distance-redshift relation measured at different redshifts using BAO, CMB and SN distances can probe the evolution of dark energy. See \([265]\) for a review.

In the modified gravity context, the constraints from geometric methods can be translated into constraints on the distance-redshift relation, without assumptions about dark energy. They can then be compared directly with the predictions of modified gravity theories. Several other cosmological probes test dark energy and gravity using a combination of geometry and growth: galaxy clusters, gravitational lensing and the clustering of galaxies in redshift space. These are discussed below in Section 10.

## 8 Laboratory and solar system tests

Solar system measurements have a venerable history as tests of gravity. They strongly constrain the presence of additional light degrees of freedom, necessitating screening mechanisms to render them immune to such tests. In this section we summarize the current status of both solar system and laboratory tests. Tests of gravity have evolved as a search for deviations from the predictions of GR. Therefore, local tests may be separated broadly into general tests of the equivalence principle and inverse square law of gravity, or as measurements of the Parameterized Post-Newtonian (PPN) parameters.

An important ingredient of Einstein gravity is the weak equivalence principle (WEP), which states that the trajectories of freely falling test bodies are independent of internal structure and composition. The WEP is not unique to GR—any theory whose matter fields couple to a unique metric tensor (\textit{e.g.}, Brans–Dicke theory \([831]\)) satisfies the WEP, independent of the field equations governing this metric.\(^{52}\) For a review of the various formulations of the equivalence principle and tests, see \([182, 183, 832]\).

\(^{52}\)Scalar-tensor theories, including Brans–Dicke, violate the \textit{Strong Equivalence Principle} (SEP), which is satisfied in GR and states that gravitational self-energy contributions also do not cause test bodies to fall at different rates.
To test for small deviations from GR in the solar system, it is useful to employ the PPN framework. This allows us to cast a general metric theory of gravity as a deviation from a Minkowski (or Schwarzschild) background metric and to use local measurements to put constraints on the coefficients which appear.

The early experimental predictions of GR were the anomalous perihelion precession of Mercury and the gravitational deflection of light by the sun, both of which were spectacularly confirmed. In the middle of the 20th century a number of additional weak-field tests of gravity were conducted, including the measurement of gravitational redshift (predicted originally by Einstein), measurement of Shapiro time delay [833], and the radiation of gravitational waves by orbiting binaries, which was found to be in excellent agreement with the decrease in the orbital period of the Hulse–Taylor pulsar [834]. Together, these probes test gravity exceptionally well in the weak-field regime, and no deviation from Einstein gravity has been discerned.

8.1 Tests of the Equivalence Principle and force law

The weak Equivalence Principle can be tested by measuring the fractional difference in the acceleration of freely falling bodies of different composition. This difference is parameterized by the so-called $\eta$ parameter, and experiments which measure it are often referred to as Eötvös-type experiments. The best limit on $\eta$ comes from torsion balance experiments at the University of Washington (Eöt-Wash), which give $\eta < 2 \times 10^{-13}$ [835, 836].

Another test comes from the fact that alternative theories of gravity do not have to satisfy the strong equivalence principle, which is satisfied by GR. The SEP says that extended objects follow the same trajectories as test masses in a uniform gravitational field. Another way of saying this is that the SEP states that gravitational and inertial masses are the same, even accounting for gravitational self-energy contributions. The SEP is violated in all of the modified gravity theories we consider here. Violations of the SEP result in the Nordtvedt effect [837]—a difference in the free-fall acceleration of the Earth and the Moon towards the Sun—which is detectable by Lunar Laser Ranging (LLR). Searches for the Nordtvedt effect in LLR data constrain deviations of PPN parameters from their GR values at the $10^{-4}$ level [839, 840].

Even in cases where the WEP is satisfied, modifications of gravity are constrained by tests of the gravitational inverse-square law [841]. These can also be thought of as tests of the existence of a fifth force. As a simple example, consider a scalar field of mass $m$, which mediates a force over a characteristic distance $\lambda$ and which has coupling strength $\alpha$ to normal matter. The Yukawa potential corresponding to this situation is

$$\psi = -\alpha \frac{G_N M}{r} e^{-r/\lambda}.$$  (8.1)

53 The Earth and Moon have different compositions, so one must be concerned about fluke cancellations between WEP and SEP violations. To disentangle these effects, laboratory tests of the WEP have been carried out using tests masses with Earth-like and Moon-like compositions [838].
Experimental tests can then be viewed as providing limits on $\lambda$ and $\alpha$ \cite{296, 425, 842}. For a gravitational-strength coupling ($\alpha \sim \mathcal{O}(1)$), there is no evidence of a fifth force down to a distance of $\lambda = 56 \ \mu m$ \cite{425}. For other searches for deviations from the inverse square law, see \cite{843–850} and for a review of these types of experiments, see \cite{851}

8.2 Post-Newtonian tests

Solar system tests of gravity are conveniently cast in the language of the Parameterized Post-Newtonian (PPN) formalism \cite{852–854}. The PPN expansion can be applied to metric theories of gravity in regimes where potentials and velocities are small: $\Psi, v^2/c^2 \sim \epsilon^2 \ll 1$. In this regime, the metric can be written as a perturbation about the Minkowski metric (or, the FLRW metric for an expanding universe). The metric is then expanded up to second order in the potentials, with coefficients that are allowed to deviate from their GR values, in order to accommodate modified gravity theories.

Two commonly used PPN parameters are the so-called $\gamma$ and $\beta$ parameters, which are defined via the metric

$$ds^2 = -(1 + 2\Psi - 2\beta\Psi^2) \, dt^2 + (1 - 2\gamma\Psi) \, d\vec{x}^2,$$

where the potential $\Psi = -G_N M/r$ for the Schwarzschild metric. The parameter $\gamma$ describes the space-time curvature induced by a unit mass and the $\beta$ parameter describes the nonlinearity of the superposition law of gravity. A similar approach can be employed for the FLRW metric and an arbitrary (small) potential.

In general, for matter described by a fluid, and allowing for generic Poisson-like potentials, the PPN formalism requires ten parameters \cite{182, 183}. Note that the PPN parameters are constant and therefore do not accommodate Yukawa-like modifications with finite $\lambda$. For astrophysical tests we will employ a similar expansion of the metric but allow effective parameters that may have scale and time dependence.

The Brans–Dicke theory has identical PPN parameter values to GR, except for

$$\gamma_{BD} = \frac{1 + \omega_{BD}}{2 + \omega_{BD}}.$$  \hfill (8.3)

This parameter $\gamma$ ends up being the most relevant PPN parameter for the theories of interest, and therefore we focus on it for the rest of our discussion.

The tightest constraint on $\gamma$ comes from time-delay measurements in the solar system, specifically from radio waves emitted by the Cassini spacecraft, which gives $\gamma - 1 = (2.1 \pm 2.3) \times 10^{-5}$ \cite{855}. Light deflection measurements, meanwhile, constrain $\gamma$ at the $10^{-4}$ level \cite{856}. The $\gamma$ parameter can also be tested by measuring the perihelion shift of Mercury’s orbit, which sets a weaker limit of $10^{-3}$ \cite{857}. The PPN nonlinearity parameter $\beta$ is also constrained to be unity at the $10^{-4}$ level.

All the PPN parameters are constrained by local tests to not deviate from their GR values at the sub-percent level; see Table 4 in \cite{183}. If modified gravity were characterized only by such
scale-independent parameters, we would have no motivation to seek either theoretical descriptions or experimental tests of order unity deviations. However, the inherent nonlinearity of screening mechanisms naturally implies scale-dependent deviations from GR (e.g., via the density, potential, or local curvature near macroscopic bodies). This motivates us to search for deviations from Einstein gravity on all scales.

We now discuss how solar system and laboratory tests translate into specific constraints on the Chameleon and Vainshtein-screened theories.

8.3 Laboratory and solar system tests of chameleon theories

Solar system tests and laboratory tests are useful for some classes of chameleon theories. As a concrete example, consider the chameleon potential

\[ V(\phi) = \text{const.} + |\phi|^n. \] (8.4)

In the range \( n \lesssim -1/2 \) or \( n > 2 \), the strongest constraints come from laboratory experiments. This is because torsion pendulum experiments [296] require the chameleon field to have a Compton wavelength less than a millimeter at laboratory densities \( \sim 1 \text{ g/cm}^3 \). In this situation each planet in the solar system would have a thin shell even in isolation. This reduces the effective chameleon coupling by many orders of magnitude, so that no effects could be discernible by local probes. As an example, the Earth’s coupling is reduced by a factor of \( \sim (1\text{mm}/6400 \text{ km})^2 \sim 10^{-20} \), and similarly for the other planets. This causes solar system measurements to be weaker than other constraints [858].

In the regime \(-1/2 \lesssim n < 1\), however, screening requires a large gravitational potential well. In order for the sun to be screened (as it must be from tests of Kepler’s Laws), the chameleon self-screening parameter must be smaller than the Sun’s gravitational potential, \( \Psi \approx 2 \times 10^{-6} \). However, the solar system is not isolated, it sits inside the Galaxy, which itself has a potential well of magnitude \( \Psi \approx 10^{-6} \), which in turn sits inside the Local Group and the Virgo Supercluster. Taken together, the added screening effects from the environment likely weakens solar system constraints by a factor of a few [322]. These constraints are an order of magnitude weaker for these models than constraints coming from Cepheid variables and dwarf galaxies [859, 860].

The idea that the manifestation of a fifth force is sensitive to the environment has spurred a lot of activity in laboratory tests. As mentioned above, gravitational-strength fifth forces are most strongly constrained by torsion pendulum experiments in the laboratory. In more strongly coupled models, where screening is more powerful, it is possible to use cold neutron systems as a probe: the presence of the chameleon field both alters the energy levels of neutrons bouncing in the Earth’s gravitational field [861–863] and can alter the phase of neutrons in interferometry [864]. Intermediate between these two regimes, Casimir force experiments cant be used to probe chameleons of moderate coupling [865]. Laboratory experiments also provide strong constraints on certain types of interactions between dark energy and the Standard Model. Dark energy models which couple
directly to electromagnetism can be produced and trapped in afterglow experiments, or produced in the Sun and detected in magnetic helioscopes.

Some of the laboratory experimental efforts aimed at searching for chameleon signatures can be summarized as:

- The Eötvös-Wash experiment, which searches for deviations from the inverse-square-law at distances \( \gtrsim 50 \mu m \). Based on theoretical predictions [866], the Eötvös-Wash group was able to constrain part of the chameleon parameter space [296].

- If a scalar field couples via \( e^{\gamma \phi} F_{\mu \nu} F^{\mu \nu} \) to electromagnetism, then photons traveling in a magnetic field will undergo oscillations between photons and the field \( \phi \). The CHameleon Afterglow SEarch (CHASE) experiment [867–872] has looked for an afterglow from trapped chameleons converting into photons. For a discussion of quantum corrections to chameleon dynamics in these setups, see [873]. Similarly, the Axion Dark Matter eXperiment (ADMX) resonant microwave cavity was used recently to search for chameleons [874]. Photon-chameleon mixing can also occur deep inside the Sun [875] and affect the spectrum of distant astrophysical objects [876].

- Through a nice analogy between chameleon screening and electrostatics [297, 298], it was realized that the scalar field would experience an enhancement near the tip of pointy objects (a “lightning rod” effect), and an experiment has been proposed to exploit this enhancement [297].

In addition to these specific tests, there are also possible collider signatures [877, 878]. And although we have focused on chameleon searches here, there are also related laboratory signatures of symmetrons [879]. Finally, the most striking signature of chameleons can be found by testing gravity in space. The screening condition \( \phi_{\text{amb}} - \phi_{\text{obj}} \ll \frac{1}{6 \xi M_{\text{Pl}}} \) manifestly depends on the ambient density, so objects that are screened in the laboratory may be unscreened in space. This leads to striking predictions for future satellite tests of gravity, such as the planned MicroSCOPE mission\(^{54}\) and STE-QUEST.\(^{55}\) In particular, chameleons can result in violations of the (weak) Equivalence Principle in orbit with \( \eta \equiv \Delta a/a \gg 10^{-13} \), which would be in blatant conflict with laboratory constraints. Additionally, in space chameleons can mediate a gravitational-strength force, which would appear as \( \mathcal{O}(1) \) deviations from the value of \( G_N \) measured on Earth.

### 8.4 Laboratory and solar system tests of galileon/Vainshtein theories

Similar to the case of chameleons, theories which exhibit the Vainshtein mechanism are constrained by solar system and laboratory tests. For concreteness, we focus on the cubic galileon theory

\[
\mathcal{L} = -3(\partial \phi)^2 - \frac{1}{\Lambda^4} \Box \phi (\partial \phi)^2 + \frac{g}{M_{\text{Pl}}} \phi T .
\]  

(8.5)

The strongest solar system constraints on the cubic galileon come from Lunar Laser Ranging

\(^{54}\)http://microscope.onera.fr/

\(^{55}\)http://sci.esa.int/ste-quest/
(LLR) observations, since 30 years’ worth of data allows LLR monitoring to constrain the Moon’s orbit to $\lesssim \text{cm}$ accuracy. (For a review, see [880].)

Deep inside the Vainshtein radius, the galileon-mediated force given by (6.45), is strongly suppressed, but nevertheless gives a small correction to the Newtonian potential:

$$\frac{\delta \Phi}{\Phi} \approx \frac{g^2}{2} \left( \frac{r}{r_V} \right)^{3/2},$$

where—as a reminder—we have defined the Vainshtein radius: $r_V = \frac{gM/M_{Pl}}{(4\pi g r_{Sch}^2 L^2)^{1/3}}$, where $r_{Sch} = M/(4\pi M_{Pl}^2)$ is the Schwarzschild radius of the object and $L = (\Lambda^3/M_{Pl})^{1/2}$.

The current constraint from LLR observations is [881]

$$\frac{\delta \Phi}{\Phi} \lesssim 2.4 \times 10^{-11}.$$ (8.7)

Substituting $r_{Sch} = 0.886 \text{ cm}$ for the Earth, and $r = 3.84 \times 10^{10} \text{ cm}$ for the Earth-Moon distance, the LLR constraint translates to a bound on $L$ [769, 882–884]:

$$L \gtrsim \frac{H_0^{-1}}{20 g^{3/2}} \approx 150g^{-3/2} \text{ Mpc},$$ (8.8)

where $H_0^{-1} \approx 10^{28} \text{ cm} \approx 3000 \text{ Mpc}$ is the Hubble radius. This bound is expected to be improved by a factor of 10 by the Apache Point Observatory Lunar Laser-ranging Operation (APOLLO) [881]. For $g \sim 1$ this would push $L$ to values larger than $H_0^{-1}$.

It is also possible to probe Vainshtein-screened systems using planetary orbits. In the context of DGP it can be shown [882, 883, 885] that the cubic galileon leads to an angular precession in a planetary orbit of $3c/(8r_c) = 25(1 \text{ Gpc}/r_c) \mu\text{as}/\text{yr}$, independent of the mass and orbital radius of the planet. This yields slightly weaker constraints on $L$ (in the context of the DGP model) than those coming from LLR [885]. For more on the effect of Vainshtein-suppressed fifth forces in the solar system, see [582, 886]

Similar to the chameleon, there exist laboratory tests of models which hide themselves via Vainshtein screening, albeit fewer of them. For a nice review of laboratory tests of galileons (and also solar system tests), see [887]. Of particular interest are Casimir force experiments, where the galileon would mediate a fifth force between two parallel plates. In the limit of two infinite perfectly flat and parallel plates, the galileon profile depends only on the direction transverse to the plates $\phi = \phi(z)$. In this situation, all of the higher galileon interactions vanish (in this limit, they are total derivatives) and the theory is described by a free scalar field, which would mediate an un-screened force [887]. However, this exact geometric cancellation is extremely difficult to produce in a laboratory setting, and there is no sense in which one can be “close” to this planar limit. In practice, Casimir force experiments are done by measuring the force between a plate and a sphere. Taking these effects into account weakens the constraints on the galileons coming from these experiments. Another constraint on galileon theories comes from measurements of variations
of Newton’s constant. In [888], it was shown that shift-symmetric scalar-tensor theories with a non-minimal coupling between the scalar and matter are strongly constrained by measurements of the (lack of) variation of $G_N$.

9 Astrophysical tests in the nearby universe

Screening mechanisms typically use some measure of the mass distribution of halos—for example the density or Newtonian potential—to recover General Relativity deep inside the Milky Way. However, it is still possible that smaller halos, the outer regions of halos, or even some components of the mass distribution, could experience enhanced forces. For a given mass distribution, unscreened halos would consequently have both higher internal velocities and higher center of mass velocity compared to the expectations coming from GR. This can produce deviations on the order of of $\sim 10$-100% from GR, with distinct different mechanisms giving disparate predictions for both the size of the effect and the details of the manner in which transition to GR occurs. Observable effects can be larger on halo scales than in the linear regime or at high redshift. Since modified gravity models must recover Einstein gravity at high redshift to be consistent with CMB and Big Bang Nucleosynthesis observations, the effects of enhanced forces manifest primarily at late times. This favors tests in the nearby universe that rely on objects with short dynamical times. Thus tests in nearby stars and galaxies offer a complementary probe of gravity theories. (See below for a detailed description of cosmological tests.) The account of astrophysical tests in this section follows in part the summary presented in the Snowmass 2013 report [889].

In this section we will treat chameleon, symmetron and environmentally dependent dilaton screening mechanisms as a single category, since their qualitative observational signatures are similar. The second category contains kinetic screening and Vainshtein theories, whose signatures are distinct from chameleon-type theories. The tests we describe below will contain two fundamental parameters of the theories: the coupling of the fifth force to matter, and the range of interaction of the fifth force.

The way that screening works in scalar-tensor gravity theories implies that on small scales the fifth force impacts some tracers and not others. Galaxies themselves can have enhanced motions, as discussed below, in tests involving lensing and dynamical masses. Additionally, the components of galaxies—things like stars, gas, neutron stars and black holes—can respond differently to the fifth force because they can have different levels of screening. Consequently, different components can acquire different velocities or be displaced in their spatial distribution, resulting in a variety of observable phenomena.

In chameleon theories, galaxies in low-density environments may be unscreened because Newtonian potential, $\Psi_N$, which is the quantity that determines the level of screening, can be smaller than in the Milky Way. Thus, dwarf galaxies can exhibit effects of modified or additional forces in both their infall motions and in their internal dynamics. For Vainshtein-screened theories, the velocities of galaxies and other tracers of gravity can be enhanced (and can be compared to lensing
results) and it is possible for compact objects to separate from stars and gas. Order of magnitude estimates for these observable effects have been constructed for $f(R)$ and galileon/DGP theories. We will first describe the physical effects on stars and galaxies and then describe observational constraints and prospects.

### 9.1 Stellar evolution in chameleon theories

Stars which reside within unscreened galaxies may exhibit effects of modified gravity. In [890] and [891] the effects on giant and main sequence stars, respectively, are described in chameleon-screened theories: in short, the enhanced gravitational force makes stars of a given mass brighter and hotter than they would be in GR. Also, since they consume their fuel at a faster rate, they are also more ephemeral.

For the Sun, the surface potential is $\Psi_N \approx 2 \times 10^{-6}$; coincidentally, the potential of the Milky Way is quite close to this value. This is believed to be sufficient to screen the galaxy, so that all solar system tests of gravity are satisfied. Therefore, main sequence stars of roughly a solar mass are likely to be either partially or completely screened. The surface potential varies slowly along the main sequence, so large deviations are not expected even at other masses. However, red giants may be an exception: they are at least ten times larger in size than the main sequence star from which they originated, so their surface potential may be estimated to be $\Psi_N \sim 10^{-7}$—so it is possible that their envelopes are unscreened.

To understand the impact of enhanced forces on stellar evolution, let us denote by $\alpha_c$ the coupling parameter setting the strength of the fifth force in unscreened regions. An object which is completely unscreened will feel a fifth force which can be described simply by a rescaling of $G_N$

$$G_N \rightarrow G_N(1 + \alpha_c). \quad (9.1)$$

For objects that are partially screened, the total force in the region exterior to the screening radius can be described by a position dependent rescaling of G:

$$G_N(r) = G_N \left[ 1 + \alpha_c \left( 1 - \frac{M(r_s)}{M(r)} \right) \right] \quad (9.2)$$

where $M(r)$ is the mass interior to a shell of radius $r$ and $r_s$ is the effective screening radius.

The structure of a spherically symmetric star is obtained by solving the equations of stellar structure that at a given radius $r$ relate $M(r)$ to $P(r)$, $\rho(r)$ and $T(r)$—respectively the pressure, density and temperature. As noted by [890] and [891], modifications to the gravitational physics are entirely contained in the equation of hydrostatic equilibrium:

$$\frac{dP}{dr} = -G_N(r)\rho(r)M(r) \frac{1}{r^2}, \quad (9.3)$$

which represents the condition for the outward pressure to balance the (now enhanced) inward gravitational pull and yield a static solution. Note that the modification is expressed purely as a
change in Newton’s constant, $G_N$, which becomes dependent on $r$ if the star is partially screened according to equation (9.2). The other three equations—the continuity, radiative transfer and energy generation equations—are all unaffected by this change in $G_N$. The result of this is that unscreened stars of a given mass are more compact, burn brighter, and have a higher effective temperature than screened stars of identical mass and chemical composition. They also have a shorter main sequence lifetime due to an increased burning rate and their finite fuel supply.

The complete system of stellar structure equations for main sequence stars can be solved under certain simplifying assumptions. However, if one wants to examine the dynamical and nuclear properties in addition to the structure of post-main-sequence stars, then a numerical approach is needed. Fortunately the publicly available stellar evolution code MESA developed by Paxton et al. [892], used for chameleon gravity in [891] and [859], has been extremely useful for quantifying the physical effects of modified gravity on stellar evolution. Two observationally relevant applications are the impact on the gross properties of galaxies (given a mix of stellar populations) and stellar pulsations, as described below.

9.2 Pulsating stars and the distance ladder

Specific stages of the evolution of giants and supergiants are often used to obtain accurate distance estimates; they also happen to provide useful tests of gravity. Two commonly used features are the nearly universal luminosity of $\lesssim 2M_\odot$ stars at the tip of the red giant branch (TRGB) and the period-luminosity relation of cepheids—giant stars with masses $\sim 3−10M_\odot$ that pulsate when their evolutionary tracks cross a narrow range in temperature known as the instability strip. The tight relation between luminosity and other observables is what makes these stars valuable distance indicators—it also makes them useful for tests of gravity.

In order to estimate the pulsation period, it is necessary to go beyond hydrostatic equilibrium and consider the full dynamical radial acceleration of a fluid element at radius $r$, which is described by the momentum equation:

$$\ddot{r} = -\frac{G_NM(r)}{r} - \frac{1}{\rho} \frac{\partial P}{\partial r}. \quad (9.4)$$

The time period of pulsations, $\Pi$, may be estimated through various approximations; it is sensitive to the enhancement in $G_N$ in chameleon theories, scaling roughly as $1/\sqrt{G_N}$. For background field values (for $f(R)$ theories, the parameter $f_{R0}$) in the range $10^{-6}−10^{-7}$, the TRGB luminosity is largely robust to modified gravity while the cepheid period-luminosity relation is altered. Measurements of these properties within screened and unscreened galaxies then provide tests of gravity: the two distance indicators should agree for screened galaxies but not for unscreened galaxies [859]. Using the MESA stellar evolution code, these authors solved for the profile of $G_N$ inside the stellar envelope for chameleon theories, and used it to estimate the change in pulsation period and therefore the impact on inferred distances. The resulting constraints using cepheids and TRGB stars are currently the most stringent on chameleon theories, with an upper limit on background field values of $f_{R0} \lesssim 5 \times 10^{-7}$ at the 95% confidence level [859], as shown in Figure 13. Recently,
hydrodynamic effects under MG were incorporated into the pulsation period estimate leading to increased deviations under MG [893].

Cepheids and other variable stars remain promising candidates for tests of gravity. Indeed the full complement of distance indicators can be turned into a test of gravity, including Type Ia supernovae (which are the most compact distance indicators) and masers around supermassive black holes (which provide a purely geometric distance measure, independent of gravity theory). Relevant to the dynamics of cepheids and supernovae is the possibility of scalar radiation as a source of energy loss. Scalar radiation must be accounted for in future high precision tests that use stellar pulsations or explosions, and may also provide additional tests [894].

Figure 13: Limits on chameleon theories coming from astrophysical [322, 859, 860] and cosmological [340, 895, 896] probes. The x-axis gives the range of length scales probed by particular experiments. The parameter on the y-axis is the background field value (left hand side y-axis label), or the range of the interaction (right hand side y-axis label) for an f(R) model of the accelerating universe. The rectangular regions give the regions of parameter space excluded by a particular experiment. All of the constraints except for the solar system measurements have been obtained within the last 5 years, illustrating the impressive interplay between theory and experiment in the field. The dot-filled rectangles indicate preliminary results from ongoing work. This figure is adapted from Lombriser et al. [897].

9.3 Galaxies in the nearby universe

In unscreened galaxies, gas, stars and compact objects (neutron stars and black holes) can respond differently to the scalar force in MG. For unscreened dwarf galaxies, the rotation of the stellar disk can be slower than that of the neutral Hydrogen gas disk because the stars are screened for some
range of parameters in chameleon theories. The rotation rates of the stellar and gas disks can be measured using different optical and radio observations, respectively. Additionally, the external fifth force on a dwarf galaxy can result in a segregation of the stars, giant stars and gas along the direction of the external force. For unscreened disk galaxies, this also leads to a warping of the shape of the stellar disk [860]. The difference in forces felt by compact objects can lead to the displacement of supermassive black holes in Vainshtein theories, which is discussed in the following subsection. All these effects are potentially observable via high resolution imaging, and preliminary tests of gravity using data in the literature have been carried out or are ongoing. Figure 13 shows some of the upper limits obtained from these tests.

There are many other probes which offer the possibility of testing chameleon theories astrophysically. For example, observations of circularly-polarized starlight in the wavelength range $1 - 10^3 \text{Å}$ could be a strong indication of mixing between chameleons and photons [876]. A difference in the ratio of the electron to proton mass between laboratories on Earth and in space can be measured and would indicate the presence of a chameleon-like scalar particle [898]. In [876, 898], it was shown that the scatter in the luminosity of astrophysical objects can be used to search for chameleons, particularly through observing active galactic nuclei.

### 9.4 Astrophysical tests of galileons

An important property of galileons is that black holes carry no galileon hair [899, 900], while stars of course couple to the galileon. This leads to an interesting observational signature: in the presence of an external linear gradient, an astrophysical black hole should be offset (possibly by an observable amount) from the center of its host galaxy [901]. Cosmologically, the galileon-mediated force becomes important at late times and on large scales. This affects various linear-scale observables [884, 902–904], such as enhanced large scale bulk flows [396, 905], infall velocities [906] and weak-lensing signals [907] as described below. See [393–404] for N-body simulations.

The situation is somewhat similar for pulsar tests of GR. The very presence of a field that acts as a Lorentz scalar opens up new channels of gravitational radiation in binary systems. Monopole and dipole radiation are in principle possible in these models, but are highly suppressed by both relativistic corrections and the Vainshtein mechanism which makes such tests uncompetitive compared to solar system tests, let alone cosmological ones [595–597]. However the situation might be different for other models that exhibit a Vainshtein mechanism such as more general galileon models. In these models any breaking of spherical symmetry could lead to potentially large corrections to the solutions and thus to the emitted radiation. This remains to be explored in more depth—both at the theoretical and observational level [597].

---

56 Whether this is true in general for kinetic/Vainshtein screened systems is a question of active research.
9.5 Summary and observational prospects for astrophysical tests

9.5.1 Physical effects

In summary, screening mechanisms yield distinct physical effects in many settings in nearby stars and galaxies; for example:

- In both Vainshtein and Chameleon theories, enhancements velocities of unscreened galaxies of order ten percent—or tens of km/s—are expected (typical peculiar velocities of galaxies are a few hundred km/s).
- Segregation of the different components of galaxies: The gas and stellar components respond differently to the external forces in Chameleon theories. As an example, the stellar disk may be warped relative to the HI disk. In Vainshtein theories, it is possible for a galaxy’s central supermassive black hole to be displaced by up to 0.1 kpc from the stellar light, along the direction of the external force.
- Differential internal dynamics for different tracers. In Chameleon theories, the stellar disk may rotate more slowly than the gas disk. For dwarf galaxies with circular velocities below 100 km/s, systematic differences of 5-10 km/s are expected.
- Altered stellar evolution. Giant stars in particular move more rapidly through their evolutionary tracks in Chameleon theories due to the enhanced forces. The most distinct observable consequences of this are for distance indicators, in particular the comparison of cepheid variables and TRGB stars. Relative offsets of approximately 5% in the distance ladder are expected from these effects.

Approaches to detecting these effects and distinguishing them from astrophysical sources have been widely discussed in the literature cited above. Figure 13 shows the various regimes and constraints from some of these tests. One key element required for a convincing detection would be the creation of both screened (control) and unscreened samples of galaxies or other tracers, in order to extract environmental dependence. Correlating the observed effect with the direction of the scalar fifth force would rule out the primary sources of astrophysical uncertainty in the measurements.

9.5.2 Observational prospects

Small scale tests both span a wide range of astrophysical environments and combine multi-wavelength data, often for a single test. However the sample size required for these tests is modest, typically on the order of hundreds of galaxies. Therefore, most of the promising tests can piggyback on already planned surveys or existing telescopes.

The two key parameters of MG theories which are probed by astrophysical tests are the strength of the coupling of the scalar to matter and the range of the fifth force. For chameleon or symmetron theories, the program described below would improve the bound on the self-screening parameter (related to the range of the force) to $\sim 10^{-8}$. This is the smallest potentials accessible with dwarf
Figure 14: Astrophysical effects of modified gravity mapped to the observations required to carry out the tests. It is clear that multiple types of telescope are needed for typical tests. However—as discussed in the text—the sample size needed is relatively modest and the galaxies are nearby, so a series of mini-surveys are feasible with existing facilities.

galaxies, and would thereby eliminate the entire remaining parameter space of astrophysically-testable models. For theories which screen using the Vainshtein mechanism, the astrophysical tests are less mature, but are possibly more promising, since current limits on theories come only from cosmological scales and are specific to the DGP model. A summary of the some of the astronomical resources needed for the tests described above follows, adapted from [889]. Figure 14 shows physical effects and their best suited observational probes.

- **Low redshift spectroscopy**: Spectroscopic observation of samples of galaxies at low redshift is essential for a variety of tests of gravity. These observations provide a detailed map of the nearby universe and can be used to extract the velocity field traced by galaxies. Surveys of this type can be carried out as part of cosmological BAO surveys, and in addition, by spectroscopic cameras on other telescopes. Multi-slit or fiber spectrographs on a number of telescopes are suitable for this purpose.

- **Spatially resolved spectroscopy**: Different tracers of galaxies with internal dynamics (stars, ionized and neutral gas clouds) require specialized observations. Some data on dwarf galaxies exist—for the principal purpose of understanding the nature of the inner dark matter profile—which may also be examined for differential motions. Current galaxy surveys using optical telescopes focus on early type, or massive, galaxies. A larger survey of low mass galaxies,
for example using the MANGA spectrograph of SDSSIV, could increase the sample by more than an order of magnitude and help address systematics by sampling environments that have both screened and unscreened galaxies. These observations may need to be supplemented with 21cm radio observations to compare the motions of stars and gas (see below).

- **High resolution imaging:** Imaging surveys require less modification than other gravity tests since targeting is not required: they cover large contiguous areas and a wide range of redshifts. Nevertheless, samples of low-z galaxies will need to be observed with higher resolution, which is feasible from space or using adaptive optics telescopes from the ground. Tests that use the distance ladder rely on Hubble Space Telescope observations of dwarf galaxies, in particular for determining cepheid and TRGB distances. Moving forward, adaptive optics capabilities can extend the range of application some of these techniques (e.g., cepheids). Finally, wide field and highly sensitive narrow band imagers can effectively measure properties such as the planetary nebulae luminosity function in local dwarf galaxies.

- **Radio observations:** Observations with improved resolution at 21cm are required to test modified gravity predictions for neutral Hydrogen gas. The spatial resolution needed is up to an order of magnitude better than the recent ALFALFA survey, which focused primarily on velocity information. These radio observations would be compared to optical data for the stellar disks. Samples of the order of a hundred galaxies would be sufficient to conduct useful tests and can be obtained with instruments such as the eVLA.

Carrying out specific tests requires two additional elements:

- In order to quantify the screening levels in chameleon and Vainshtein theories, a 3d map of the gravitational field in the nearby universe is essential. Given a tracer of mass distribution—typically the optical light distribution along with information on the velocity field—it is possible to determine the gravitational field in both Einstein gravity and a modified theory. This map-making exercise for the nearby universe (out to hundreds of Mpc) is an essential part of the observational program. It is feasible using currently-planned wide area surveys along with additional spectroscopy (described above).

- To determine the level of screening for a MG model, it is necessary to solve the nonlinear equations of the theory. This is a challenging numerical exercise, but some progress has been made for the $f(R)$ and DGP models; we expect future work will be needed to explore new models. This involves collaboration between gravitational theorists and numerical cosmologists and will become more important as detailed connections between specific observations and theories are made via numerical realizations of the survey geometry. This work will also prepare us to determine what a detection of new physics on small scales would mean for cosmological tests and *vice versa*.

Thus, while a variety of astrophysical gravity tests have been explored using archival data to date, the next big advances will involve a set of mini-surveys specially designed for such tests. Such surveys will rely on the instrument capabilities described above (most of which already exist).
and can be carried out over a 5 year timeframe. In addition to the core data analysis, numerical studies that link theories to detailed predictions for the local universe are necessary and will need to be coupled to the data analysis. Thus the program of astrophysical gravity tests requires a close coupling between theorists, numerical astrophysicists and observers.

10 Cosmological tests

Cosmological probes of gravity may be broadly classified as follows:

1. Tests of the consistency between expansion history and the growth of structure. A discrepancy in the equation of state parameter, $w$, inferred from the two approaches can signal a breakdown of the GR-based smooth dark energy cosmological paradigm.

2. Detailed measurements of the linear growth factor across different scales and redshifts.

3. Comparison of the mass distribution inferred from different probes, in particular redshift space distortions and lensing. The latter is a compelling test of modified gravity, since the same test can be carried out over many different scales. Table 2 summarizes the current status of the different tests and future prospects for improvement.

Similar to tests of dark energy, the linear regime offers the twin advantages of ease of prediction and interpretation, together with a degree of robustness against astrophysical systematics, which typically cannot alter structure formation on scales larger than 100 Mpc. Further, specific MG models can produce both scale and redshift-dependent growth that in principle distinguishes them from dark energy models, given the same expansion history. Cosmological parameter analyses to test MG theories have been performed by several authors [340, 884, 895, 896, 903, 908–913]. Specific studies to determine the cosmological impact of galileon theories and to constrain model parameters appear in [265, 914–920].

The main limitation for cosmological tests of gravity, common to those of dark energy, is that the signal is typically small, characterized in many cases by percent level deviations, and may be degenerate with other parameters or physical effects such as scale-dependent galaxy bias. An important area for future work is to make explicit the connection between large-scale tests discussed in this section and the small scales ones discussed above. Verifying MG effects over many decades in length scale and environment will enable a more robust approach to gravity tests.

10.1 Formalism for growth of perturbations

Structure formation in modified gravity in general differs from that in pure general relativity [311, 335–338, 343, 363, 396, 508, 884, 905, 921–940]. Perturbative calculations at large scales have shown that promise in connecting predictions in these theories with observations of large-scale structure (LSS). Nevertheless, in practice carrying out robust tests of MG is challenging. Broadly, two approaches have been taken, one to constrain the parameters of a particular model by working out in detail its predictions for structure growth, the other is to define effective parameters in
the spirit of the PPN formalism used to test GR in the solar system. This Parameterized Post-Friedmann (PPF) framework attempts to parallel the PPN approach, see e.g., [339, 941]. Both approaches have their limitations, but we shall see below that there has been much recent progress. In particular in Sections 10.1.3 and 10.2.4 we describe how two functions of scale and time capture the impact of scalar-tensor MG theories for observational purposes.

There are three qualitative regimes for the growth of perturbations: the long-wavelength superhorizon regime, the quasi-static Newtonian regime of where growth is linear, and the small scale regime, where things are nonlinear. These three regimes are illustrated in Figure 10.1. The quasi-static Newtonian regime is valid when motions are non-relativistic and at length scales sufficiently smaller than the horizon. In this regime (discussed in the next sub-section) it is sufficient to describe perturbations using the linearized fluid equations in expanding coordinates. In the nonlinear regime—though gravity is still in the weak field limit—density fluctuations are no longer small. In addition the density/potential fields may couple to additional scalar fields introduced in modified gravity theories. Therefore, the nonlinear regime is the hardest to describe in any general way, because the nature of the coupling to scalar fields model dependent. However, this regime may very well be the most discriminatory for some theories owing to the fact that there can be a rich phenomenology which ranges from galaxy cluster to solar system and laboratory scales.

![Figure 15: Scales on which linear perturbation theory is applicable for cosmological perturbations. Outside the horizon \((k \to 0)\) perturbations are well-described by (10.35). Between \(\sim 10–500\) Mpc, linear perturbation theory can be used confidently and temporal gradients can be ignored. Below \(\sim 10\) Mpc, non-linear gravitational effects cannot be ignored. For scale, the virial radius of a \(M \sim 10^{15} M_\odot\) galaxy cluster is \(\sim 1\) Mpc.](image)

### 10.1.1 Metric and fluid perturbations

In order to study the growth of cosmological fluctuations, we first have to briefly introduce the formalism for cosmological perturbation theory. The classic reference is [942], and excellent expositions of this formalism can be found in [827, 943–947]. Our starting point is the flat FLRW metric:

\[
ds^2 = \bar{g}_{\mu\nu} dx^\mu dx^\nu = -dt^2 + a^2(t) \bar{d}\bar{x}^2,
\]

which we assume is sourced by a perfect fluid component with stress tensor

\[
\bar{T}^\mu_\nu = (\bar{\rho} + \bar{P}) \bar{u}^\mu \bar{u}_\nu + \bar{P} \delta^\mu_\nu,
\]
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where $\bar{u}_\mu \bar{u}^\mu = -1$ and the fluid has equation of state $w = P/\bar{\rho}$. We now allow the metric to fluctuate away from this background FLRW geometry

$$g_{\mu\nu} = \bar{g}_{\mu\nu} + h_{\mu\nu}.$$  (10.3)

If we define

$$h_{\mu\nu} = \begin{pmatrix} h_{00} & a(t)\tilde{h}_{0i} \\ a(t)\tilde{h}_{i0} & a^2(t)\tilde{h}_{ij} \end{pmatrix},$$  (10.4)

the line element can be written as

$$ds^2 = -(1 - h_{00})dt^2 + 2a(t)\tilde{h}_{i0}dx^i dt + a^2(t) \left( \delta_{ij} + \tilde{h}_{ij} \right) dx^i dx^j.$$  (10.5)

The way we have defined things, indices are raised and lowered with the background metric. The background FLRW geometry is rotationally invariant, and so we may decompose the 10 degrees of freedom in $h_{\mu\nu}$: $h_{00}, \tilde{h}_{0i}$ and $\tilde{h}_{ij}$ into scalar, divergence-less vector and transverse-traceless tensor components [827, 943–947]:

$$h_{00} = -2\psi,$$  (10.6)

$$\tilde{h}_{0i} = \partial_i F + G_i,$$  (10.7)

$$\tilde{h}_{ij} = -2\phi \delta_{ij} + \partial_i \partial_j B + \partial_i C_j + \partial_j C_i + D_{ij},$$  (10.8)

where $\partial_i G^i = \partial_i C^i = \partial_i D^{ij} = D^i_i = 0$. Under a coordinate transformation, $\delta_\xi x^\mu = \xi^\mu$, the fluctuation around the background metric transforms as [827, 943–947]

$$\delta_\xi h_{\mu\nu} = \mathcal{L}_\xi \bar{g}_{\mu\nu} = -\bar{g}_{\lambda\mu} \partial_\nu \xi^\lambda - \bar{g}_{\nu\mu} \partial_\lambda \xi^\lambda - \xi^\lambda \partial_\lambda \bar{g}_{\mu\nu}.$$  (10.9)

Splitting the gauge parameter as $\xi^i = (\alpha, \xi^i)$, we therefore deduce

$$\delta_\xi h_{00} = 2\dot{\alpha},$$  (10.10)

$$\delta_\xi h_{i0} = -a^2 \dot{\xi}_i + \partial_i \alpha,$$  (10.11)

$$\delta_\xi h_{ij} = -a^2 (\partial_j \xi_i + \partial_i \xi_j) - 2a\dot{a} \alpha \delta_{ij},$$  (10.12)

We can further decompose $\xi_i = \partial_i \xi + \xi_i$ with $\partial_i \xi_i = 0$. From this, we deduce that the perturbations in the scalar-vector-tensor (SVT) decomposition transform as [827, 943–947]

$$\delta_\xi \psi = -\dot{\alpha},$$

$$\delta_\xi F = \frac{1}{a} \dot{\alpha} - a \ddot{\xi};$$

$$\delta_\xi \phi = H \alpha,$$

$$\delta_\xi B = -2\xi;$$

$$\delta_\xi G_i = -a \dot{\xi}_i,$$

$$\delta_\xi C_i = -\ddot{\xi}_i;$$

$$\delta_\xi D_{ij} = 0.$$
Often times, the best way to deal with this gauge ambiguity is to work with \textit{gauge-invariant} quantities. For scalar perturbations, the \textit{Bardeen variables} are gauge invariant [942]

\[
\Psi_B = \psi - \frac{d}{dt} \left[ a^2 \left( \frac{\dot{B}}{2} - \frac{F}{a} \right) \right] ; \quad \Phi_B = \phi - a^2 H \left( \frac{\dot{B}}{2} - \frac{F}{a} \right) . \tag{10.17}
\]

In what follows, we will be concerned only with scalar perturbations, where the line element takes the form

\[
ds^2 = -(1 + 2\psi)dt^2 + 2a(t)\partial_iFdx^i\,dt + a^2(t) \left( (1 - 2\phi)\delta_{ij} + \partial_i\partial_j B \right) dx^i dx^j , \tag{10.18}
\]

and further we will work in \textit{Newtonian gauge}, where we use our gauge freedom to set

\[
B = F = 0 . \tag{10.19}
\]

Note that in this gauge the remaining metric perturbations $\psi$ and $\phi$ coincide with the Bardeen variables, so we write the metric as

\[
ds^2 = -(1 + 2\Psi)dt^2 + (1 - 2\Phi)a^2(t)\,d\vec{x}^2 . \tag{10.20}
\]

This form for the perturbed metric is fully general for any metric theory of gravity, other than our having excluded vector and tensor perturbations (see [948] and references therein for justifications). Note that $\Psi$ corresponds to the Newtonian potential for the acceleration of particles, and that in GR $\Phi = \Psi$ in the absence of anisotropic stresses.

A metric theory of gravity relates the two potentials above to the perturbed energy-momentum tensor. We consider perturbing the stress tensor (10.2) from its background perfect fluid form:

\[
\delta T^\mu_\nu = (\delta \rho + \delta P)\bar{u}^\mu \bar{u}_\nu + (\bar{\rho} + \bar{P})\delta u^\mu \bar{u}_\nu + (\bar{\rho} + \bar{P})\bar{u}^\mu \delta u_\nu + \delta P \delta \sigma^\mu_\nu + \sigma^\mu_\nu , \tag{10.21}
\]

where $\sigma^\mu_\nu$ is the \textit{anisotropic stress}, which is absent at the background level, and which can be chosen to be transverse to $\bar{u}^\mu$ and traceless: $\sigma^0_\nu = \sigma^\mu_\mu = 0$. Using the fact that $g_{\mu\nu}u^\mu u^\nu = -1$ we can deduce that $\delta u^0 = -\psi$. We then write $\delta u^i = v^i/a$. So we have

\[
u^\mu = \left( 1 - \psi, v^i/a \right) ; \quad u_\mu = \left( -1 - \psi, av_i + a\bar{h}_{0i} \right) . \tag{10.22}
\]

From this, we may compute the components of the perturbed stress tensor:

\[
T^0_0 = -(\bar{\rho} + \delta \rho) , \tag{10.23}
\]

\[
T^0_0 = -(\bar{\rho} + \bar{P})v^i/a , \tag{10.24}
\]

\[
T^i_0 = (\bar{\rho} + \bar{P})(av_i + a\bar{h}_{0i}) , \tag{10.25}
\]

\[
T^i_j = (\bar{\rho} + \bar{P})\delta^i_j + \sigma^i_j . \tag{10.26}
\]

Under a coordinate transform, the fluid perturbations shift as

\[
\delta_\xi \delta T^\mu_\nu = L^\mu_\xi T^\nu_\mu = \bar{T}^\lambda_\nu \partial_\lambda \xi^\mu - \bar{T}^\mu_\lambda \partial_\xi^\lambda, \tag{10.27}
\]
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which leads to the transformation rules (again writing $\xi^\mu = (\alpha, \xi^i)$)

\begin{align}
\delta_\xi \delta \rho &= -\dot{\rho} \alpha ; & \delta_\xi \delta P &= -\dot{\bar{P}} \alpha , \\
\delta_\xi v^i &= a \xi^i ; & \delta_\xi \sigma^i_j &= 0 .
\end{align}

(10.28)

As before, we can perform an SVT decomposition on the fluid perturbations:

\begin{align}
v^i &= \delta^{ij} \partial_j v + \bar{v}^i ; & \sigma_{ij} &= \left( \partial_i \partial_j - \frac{1}{3} \nabla^2 \delta_{ij} \right) \sigma + \frac{1}{2} \left( \partial_i \sigma_j + \partial_j \sigma_i \right) + \bar{\sigma}_{ij} ,
\end{align}

(10.30)

where $\partial_i \bar{v}^i = \partial_i \sigma^j = \partial_i \bar{\sigma}^{ij} = \bar{\sigma}^i_i = 0$. Two important gauge-invariant combinations of metric and fluid perturbations are the co-moving curvature perturbation, $\mathcal{R}$, and the curvature perturbation on uniform density hypersurfaces, $\zeta$, given by

\begin{align}
\mathcal{R} &= -\dot{\phi} + \dot{a} (F + v) ; & \zeta &= \psi - \frac{\delta \rho}{\bar{\rho}} .
\end{align}

(10.31)

We now introduce variables to characterize the density and velocity perturbations for a fluid, which we will use to describe the evolution of matter perturbations. These variables are sufficient to analyze and interpret most cosmological observations, which lie in the quasi-static Newtonian regime discussed below. The density fluctuation $\delta$ is given by

\begin{align}
\delta(\vec{x}, t) \equiv \frac{\rho(\vec{x}, t) - \bar{\rho}(t)}{\bar{\rho}(t)} ,
\end{align}

(10.32)

where $\rho(\vec{x}, t)$ is the density and $\bar{\rho}(t)$ is the cosmic mean density. The second fluid variable we introduce is the divergence of the peculiar velocity, which is given by

\begin{align}
\theta_v \equiv -\nabla_j T^j_0 / (\bar{\rho} + \bar{P}) = \bar{\nabla} \cdot \vec{v} .
\end{align}

(10.33)

Choosing $\theta_v$ instead of the vector $\vec{v}$ implies that we have assumed $\vec{v}$ to be irrotational ($\bar{v}^i = 0$). This approximation is sufficiently accurate in the linear regime for minimally coupled MG models.

In principle, observations of large-scale structure can directly measure the four variables we introduced above: the scalar potentials $\Psi$ and $\Phi$, and the density and velocity perturbations $\delta$ and $\theta_v$. These variables are the key to distinguishing MG models from Einstein gravity plus dark energy. Each has both scale and redshift dependence, so it is worth noting which variables are probed by different observations and at what scale and redshift. It is convenient to work in Fourier space, defining, for example,

\begin{align}
\hat{\delta}(\vec{k}, t) = \int d^3x \, \delta(\vec{x}, t) \, e^{-i \vec{k} \cdot \vec{x}} .
\end{align}

(10.34)

Length scales $\lambda$, correspond to a statistic such as the power spectrum at wavenumber $k = 2\pi/\lambda$. From here on, we will work exclusively with the Fourier space quantities and drop the hat (\hat{\cdot}) symbol for convenience.

It is possible to calculate the evolution of perturbations in the linear regime. We follow the formalism and notation of [944], except we use physical time $t$ rather than conformal time. We are interested primarily in the evolution of perturbations after decoupling, so we will neglect radiation and neutrinos as sources of perturbations.
10.1.2 Superhorizon perturbations

The superhorizon regime is the most constrained regime and consequently is the simplest to describe. In [948], it was pointed out that any metric theory of gravity that also obeys the equivalence principle must satisfy a universal evolution equation for metric perturbations. In conformal Newtonian gauge, assuming adiabatic initial conditions, this evolution is given by:

\[ \ddot{\Phi} - \frac{\ddot{H}}{H} \dot{\Phi} + H \dot{\Psi} + \left(2\dot{H} - \frac{H\ddot{H}}{H}\right)\Psi = 0. \tag{10.35} \]

This above equation is equivalent to eq. (7) of [322], which uses a different time variable and the opposite sign convention for \( \Psi \). Treating the ratio of metric potential \( \Phi/\Psi \) as a constant parameter (while this has the virtue of simplicity, it is not justified for generic MG theories), one can solve this equation for a given background solution \( H(t) \). The integrated Sachs–Wolfe effect discussed below extends to very large scales and is currently one of the few probes of the superhorizon regime.

10.1.3 Quasi-static Newtonian regime

In the following, we will for the most part make the approximation that motion is non-relativistic and restrict ourselves to sub-horizon length scales. Further, one can self-consistently neglect time derivatives of the metric potentials relative to spatial gradients. These approximations will be referred to as the quasi-static, Newtonian regime. The evolution of density (or velocity) perturbations can be described by a single second order differential equation using the linearized fluid equations:

\[ \ddot{\delta} + 2H \dot{\delta} + \frac{k^2 \Psi}{a^2} = 0. \tag{10.36} \]

With \( \delta(k, t) \simeq \delta_{\text{initial}}(k)D(k, t) \), we can use the Poisson equation to substitute for \( \Psi \) in terms of \( \delta \). Here we write the Poisson equation in two forms, the first is the “standard” Poisson equation

\[ k^2 \Phi = -4\pi G_N \bar{\rho} \delta, \tag{10.37} \]

and the second is with the sum of potentials on the left-hand side. This is convenient for describing lensing and the ISW effect. In terms of the generalized gravitational “constant” \( \tilde{G} \) we then have

\[ k^2 (\Psi + \Phi) = -8\pi \tilde{G}(k, t) \bar{\rho} \delta. \tag{10.38} \]

These equations lead to the expression for the linear growth factor \( D(k, t) \):

\[ \ddot{D} + 2H \dot{D} - \frac{4\pi \tilde{G}}{(\Phi/\Psi) \bar{\rho}} D = 0. \tag{10.39} \]

From this equation one sees how the combination of \( \tilde{G} \) and \( \Phi/\Psi \) alters the linear growth factor. If these parameters have a scale dependence, then even the linear growth factor \( D \) becomes scale
dependent—which is a feature not seen in smooth dark energy models. We can also use the
relations given above to obtain the linear growth factors for the velocity and the potentials from
$D$. The growth factor for the velocity divergence is given in the following sub-Section, while the
Poisson equation determines the evolution of the potentials.

Let us introduce the dimensionless functions

$$
\mu \equiv \tilde{G}/G_N, \quad \gamma \equiv \Phi/\Psi,
$$

where $\mu$ and $\gamma$ are in general functions of space and time. In [949] and elsewhere, it was argued
that a specific scale dependence in these MG parameters is expected for scalar-tensor theories.
In Fourier space, provided the interaction can be expressed in the Yukawa form, one expects a
correction to the growth factor that is quadratic in wavenumber $k$. With considerations of locality
and general covariance, and under the quasi-static approximation, physically acceptable forms of
$\mu(a, k)$ and $\gamma(a, k)$ correspond [950] to ratios of polynomials in $k$, which are even in models with
purely scalar extra degrees of freedom, and of second order in most viable models. These express
$\gamma(a, k)$ and $\mu(a, k)$ as:

$$
\gamma = \frac{p_1(a) + p_2(a)k^2}{1 + p_3(a)k^2}, \quad (10.41)
$$

$$
\mu = \frac{1 + p_3(a)k^2}{p_4(a) + p_5(a)k^2}. \quad (10.42)
$$

This leaves five free functions of time to be constrained by data, and we discuss how this is done
in practice below in Section 10.2.4. Note that other choices for the initial functions can be useful
in interpreting quasi-static regime observables, in particular, treating $G$ and $\tilde{G}$ defined above.

### 10.2 Cosmological observables

We will use the power spectra of various cosmological observables to describe their scale dependent
two-point correlation functions. For example, the 3-dimensional power spectrum of the density
contrast $\delta(k, z)$ is defined by

$$
\langle \delta(\vec{k}, z)\delta(\vec{k}', z) \rangle = (2\pi)^3\delta^{(3)}(\vec{k} + \vec{k}')P_{\delta\delta}(k, z), \quad (10.43)
$$

where we have traded time variable for observable redshift $z$. The power spectra of perturbations
in other quantities are defined in an analogous fashion. We will denote the cross-spectra of two
different variables with appropriate subscripts. For example, $P_{\delta\Psi}$ denotes the cross-spectrum of
the density perturbation $\delta$ and the potential $\Psi$.

Figure 16 shows the linear and nonlinear power spectra $P_{\delta\delta}(k, z)$ for $f(R)$ and two galileon mod-
els [951]. The dashed curves show the fractional departures of the linear power spectrum to $\Lambda$CDM.
The symbols show measurements from N-body simulations. The strong scale dependence is evident,
with significant deviations at wavenumbers $k \gtrsim 0.1 h$/Mpc. At higher wavenumbers screening effects
suppress MG deviations.
10.2.1 Weak gravitational lensing

Lensing observables are the result of coherent deflections of light by mass concentrations. For the metric of eq. (10.20), the first order perturbation to a photon trajectory is given by (generalizing for example eq. (7.72) of [952]):

\[
\frac{d^2x^{(1)}}{d\lambda^2} = -q^2 \nabla_\perp (\Psi + \Phi),
\]

where \(q\) is the norm of the tangent vector along the unperturbed path and \(\nabla_\perp\) is the gradient transverse to the unperturbed path. This leads to the deflection angle formula

\[
\alpha_i = -\int ds \partial_i (\Psi + \Phi),
\]

where \(s = q\lambda\) is the path length and \(\alpha_i\) is the \(i\)th component of the deflection angle (which is a two-component vector on the sky). Since all lensing observables are obtained by taking derivatives of the deflection angle, they necessarily depend only on the linear combination \(\Psi + \Phi\) (to first order in the potentials). For example, the convergence is given by the line-of-sight projection:

\[
\kappa(\theta) = \frac{1}{2} \int_{0}^{z_s} dz \frac{r(z) r(z_s, z)}{H(z)} \nabla^2_\theta (\Psi + \Phi),
\]

where we have taken the sources to lie at redshift \(z_s\).

For the purposes of testing gravity, observables that rely directly on the change in energy or direction of photons are distinct from those that measure the clustering or dynamics of tracers...
such as galaxies or galaxy clusters, which move non-relativistically. We summarize the primary observables that provide tests of gravity on cosmological scales in this sub-section, and consider galaxy and cluster scale tests in the following subsection. We follow the treatment of Jain & Zhang [953].

The primary cosmological observables used in weak lensing are the two-point correlations of the observed shapes of galaxies and the cross-correlation of foreground galaxies with the shapes of background galaxies. The metric potentials are related to the mass distribution by (10.38) so the lensing power spectra can be expressed in terms of the three-dimensional mass power spectrum $P_{\delta\delta}(k,z)$. In the small-sky-patch limit the Limber approximation [955] gives

$$C_{\kappa_i\kappa_j}(l) = \frac{9}{4} \Omega_m^2 H_0^3 \int_0^\infty \frac{dz}{H(z)a^2} \zeta^2(k,z)P_{\delta\delta}(k,z)W_L(z,z_i)W_L(z,z_j),$$

(10.47)

where the function $\zeta$ contains the modified gravity parameters, and is the Fourier space counterpart of $\tilde{G}/G_N[(\Phi + \Psi)/\Phi]$. The lensing weight function $W_L(z,z_k)$ depends on the geometry and the redshift distribution of lensed galaxies. The three-dimensional wavenumber $k$ is given by $k = l/r(z)$. By binning the galaxy distribution in redshift [956], a number of auto and cross-spectra can be measured. The redshift dependence of these lensing spectra carries information about the growth of structure that can test gravity theories. The galaxy-shear cross-spectrum $C_{g\kappa}$ can be defined in a similar way to $C_{\kappa\kappa}$: it is proportional to $b \Omega_m \zeta$, where $b$ is the galaxy bias parameter. $C_{g\kappa}$ is easier to measure and can be used to test gravity as discussed below. Examples of the two lensing spectra are shown in Figure 17 for two different survey parameters [954]. Statistical errors are shown for the
different power spectra—it is evident that if systematic errors can be controlled, upcoming surveys will provide percent level measurements [957]. Simpson et al. [958] have presented a comprehensive analysis of gravity tests using shear-shear correlations measured from the CFHTLenS survey. This represents the state of the art in using weak lensing, but ongoing surveys will reduce the statistical errors by a significant factor [958].

Lensing observables probe the sum of the metric potentials—this follows from the geodesic equation applied to photons and is therefore true for any metric theory of gravity. Moreover, the relation of the sum of metric potentials to the mass distribution is very close to that of GR in scalar-tensor theories that we have considered [959]. Since the Einstein frame is obtained through a conformal transformation which cannot alter null geodesics, the scalar field does not directly alter the geodesics of light rays. Thus the deflection angle formula (10.45) and Poisson equation (10.38) in the form given above are essentially unaltered in these scalar-tensor gravity theories. (However, couplings of the form ∼ ∂μφ∂νφTμν, which arise in theories of massive gravity, can affect lensing [907].) Masses of halos inferred from lensing are the true masses. It is therefore more useful to combine lensing with other observations of large-scale structure to carry out robust tests of gravity, as shown in Sections 10.2.5 and 10.3.1 below. Tests of gravity that rely solely on lensing measurements can constrain specific models; alternatively lensing measurements with multiple redshift bins can probe the the growth of structure (e.g., [960]) which can be compared to the predictions of GR.

10.2.2 CMB lensing and the ISW effect
The CMB power spectrum at angular wavenumber \( l \) is given by a projection along the line of sight:

\[
C_{TT}(l) = \int dk \int dz \ F_{\text{CMB}}(k, l, z) \ j_l[kr(z)], \tag{10.48}
\]

where \( r \) denotes the comoving angular diameter distance and the spherical Bessel function \( j_l \) is the geometric term through which the CMB power spectrum depends on the distance to the last scattering surface. The function \( F_{\text{CMB}} \) combines several terms describing the primordial power spectrum and the growth of the potential up to last scattering. We will regard \( F_{\text{CMB}} \) as identical to the GR prediction since we do not invoke MG in the early universe. In combination with Big Bang Nucleosynthesis, the CMB power spectrum provides a measurement of \( G \), and a test of the Friedman equation, at the 10% level for times up to last scattering.

The CMB anisotropy does receive contributions at redshifts below last scattering, in particular due to the integrated Sachs–Wolfe (ISW) effect [961] and from lensing due to mass fluctuations along the line of sight [962]. In the presence of dark energy or due to modifications in gravity, gravitational potentials evolve in time and produce a net change in the energy of CMB photons:

\[
\frac{\Delta T}{T}_{\text{ISW}} = - \int \frac{d(\Psi + \Phi)}{dt} \frac{a(z)dz}{H(z)}. \tag{10.49}
\]
The ISW effect—like gravitational lensing—depends on and probes the combination $\Psi + \Phi$. The ISW signal is overwhelmed by the primary CMB at all scales except for a bump it produces at the largest scales in the CMB power spectrum. Since cosmic variance limits the information available at such large scales, the ISW effect is more effectively measured by cross-correlation with tracers of large scale structure at low redshift (to which smaller scale modes also contribute). The resulting cross-correlation signal is a projection of $P_{g(\dot{\Psi} + \dot{\Phi})}(k, \chi)$, the cross-power spectrum of $(\dot{\Psi} + \dot{\Phi})$ and galaxies (or other tracers of the LSS such as quasars or clusters). By cross-correlating the CMB temperature with the galaxy over-density $\delta_g$, the ISW effect has been detected at about the $5\sigma$ confidence level [963–966]. This detection provides independent evidence for the evolution of gravitational potentials, as expected in dark energy models given the prior of a spatially flat universe and GR. It has also provided useful constraints on MG theories as discussed below.

CMB lensing has been detected via its smearing of the CMB power spectrum and, independently, through the non-Gaussian features it produces in the CMB temperature maps. The latter enable reconstruction of the lensing deflection field, which is dominated by mass fluctuations at redshifts of about 2 [967–969]. CMB lensing thus probes mass fluctuations at higher redshifts ($z \sim 1–5$) than galaxy surveys, providing a valuable addition to tests that use the growth of structure. The measurement accuracy is at the 10% level currently and is expected to improve significantly in the coming years. Cross-correlations of the CMB with foreground tracers due to lensing have also been measured [967–970]. Several applications for MG tests are possible for the future, e.g. Munshi et al. [970] have shown how 3-point correlations in the CMB temperature maps induced by the ISW effect and CMB lensing can be used to constrain MG theories. (For a recent review, see [971].)

### 10.2.3 Redshift space galaxy power spectra

On large scales, galaxy clustering depends on the linear growth factor $D(t)$ given by (10.36), which determines the clustering of matter and is dependent only upon the Newtonian potential $\Psi$. The resulting change in the mass power spectrum depends on how much $\Psi$ deviates from its GR value and the duration of time this deviation lasts. The results for $f(R)$ and DGP models at $z = 0$ are shown in Figure 16. Redshift surveys of galaxies provide statistical measurements of clustering over Mpc-Gpc scales. Cosmological inference from measured galaxy power spectra depends on corrections for galaxy bias, the relationship of galaxies to the underlying mass distribution. In the linear regime, it is a good approximation to write the galaxy over density as $\delta_g = b\delta$, where $b$ is the bias parameter. Several approaches have been developed to mitigate the uncertainty introduced by our limited understanding of galaxy bias. We provide next a brief account of the main methodology and recent results inferred from galaxy clustering.

A relatively direct probe of $\Psi$ at a given redshift is provided by the distortions of galaxy clustering in redshift space. Redshift space distortions in the galaxy power spectrum arise from motions along the line-of-sight—on large scales these are sensitive to the linear growth factor for $\theta_v$, denoted $D_v$. 
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Figure 18: The measured growth rate inferred from redshift space galaxy power spectra is shown for several different surveys. The quantity $f\sigma_8$ is plotted at the redshift of the different survey measurements [972]. Comparison of the fit to the data, shown in blue, with the Planck best fit in pink shows that low redshift measurements prefer weaker growth, though at low significance so far.

here, which is related to $D$, the linear density growth factor, via the continuity equation as:

$$D_v \propto a\dot{D} = afHD; \quad f \equiv \frac{d\log D}{d\log a}. \quad (10.50)$$

The line-of-sight component of peculiar velocities causes the observable redshift-space power spectrum $P_{gg}^{(s)}(k, \mu_k)$ to be ‘squashed’ along the line of sight on large scales (in the linear regime) and to produce pronounced ‘finger-of-God’ features on small scales (in the nonlinear regime) [973, 974]. The directional dependence of $P_{gg}^{(s)}$ is given by $\mu_k \equiv k_\parallel/k$, which depends on the angle between a wave vector $k$ and the line-of-sight direction. Although the picture is more complicated in reality, it is a good approximation to decompose the redshift space power spectrum in terms of three isotropic power spectra relating the galaxy overdensity $\delta_g$ and peculiar velocities $v$: the galaxy power spectrum $P_{gg}(k)$, the velocity power spectrum $P_{vv}(k)$ and the cross power spectrum $P_{gv}(k)$ as follows [973, 975]

$$P_{gg}^{(s)}(k, \mu_k) = \left[ P_{gg}(k) + 2\mu_k^2 P_{gv}(k) + \mu_k^4 P_{vv}(k) \right] F(k^2\mu_k^2\sigma_v^2), \quad (10.51)$$

where the term $F(k^2\mu_k^2\sigma_v^2)$ describes non-linear velocity dispersion effects.

The angular dependence in the above equation allows us to obtain the component power spectra from $P_{gg}^{(s)}$. The real space power spectrum of galaxies, $P_{gg}(k)$, is the easiest to extract from the measurements, but its interpretation requires knowledge of galaxy bias. The pure velocity power spectrum $P_{vv}(k)$ has the largest error bars, while the cross-spectrum $P_{gv}(k)$ can be estimated more
easily. Using the full angular dependence both bias and the growth rate of clustering can be estimated.

Figure 18 shows the inferred growth rate (the variable \( f \) in the figure is defined in (10.50) and \( \sigma_8 \) is the amplitude of mass fluctuations at 8 Mpc/\( h \)). More recently, in a series of papers, the BOSS survey has presented measurements of growth and tests of GR-based dark energy models [976–979]. The error bars are somewhat smaller but the basic picture is as presented in Figure 18: the measured growth rate is smaller than extrapolating from the CMB fluctuations using the GR-based dark energy models. Needless to say this would be fascinating if it holds up, especially since generic scalar-tensor gravity theories enhance growth relative to GR. We discuss below the prospects for improving on these measurements.

10.2.4 Model independent approaches to cosmological analysis

![Figure 19: The uncertainties associated with the eigenmodes of the MG functions \( \mu \) and \( \gamma \). These are the three functions of time that describe \( \mu \) and \( \gamma \) when the functional form of their scale-dependence is fixed as described in the text [980]. Three sets of plots are shown: when all other functions are kept fixed (unmarginalized), when all other functions are marginalized over, and when all the functions are considered in a combined analysis that does not trace back the origin of a potential deviation to one or another function. In all cases the standard cosmological parameters have been marginalized over. An LSST-like survey is assumed. Note that in the case of marginalization, even such a powerful survey is unable to provide constraints stronger than the 10% level. Figure reproduced from [980].](image)

There is no clear favorite methodology for testing modified gravity theories in the linear regime. The simplest extension of the dark energy program is to add parameters to the growth rate that are sensitive to MG. However, MG theories generically predict scale and time dependent modifications to the growth rate. Two functions of time and scale are sufficient to describe the general dynamics of linear scalar perturbations. But even surveys to be carried out over the next decade will not have
the power to provide useful constraints on parameters that are allowed to freely vary with redshift and scale. The problem is made more tractable by applying constraints on the scale dependence of MG parameters as discussed above (in particular the parameter \(\gamma\) and \(\mu\) in equations (10.41) and (10.42)). This takes us from two functions of time and scale to five functions of time, which are significantly easier to constrain from observations (see also [941, 980, 981]).

An approach to observational analysis is to apply a principal component analysis (PCA) to MG functions that are treated as unknown [982–985]. Principal component analysis then tells us which observables are more likely to be sensitive to the MG functions; or, given a set of observables, which features of MG will be better constrained, and at which scales or times. It accounts for degeneracies among the functions used to describe MG and cosmological parameters, thus giving a realistic picture of constraints on specific parameters in the context of a full cosmological analysis of the data. A PCA approach to the five MG functions of time that determine \(\gamma\) and \(\mu\), using the theoretical prior of (10.41) and (10.42), was recently presented in [980]. The authors consider the observable modes of MG. (See Figure 19. Eigenvalues of the combined eigenmodes of all \(p\)'s are also shown.) There is a trade-off between two effects: on one side, imposing the theoretical prior on \(k\)-dependence reduces the number of degrees of freedom and the covariance between parameters; on the other side, imaging surveys like LSST are not as sensitive to the \(z\)-dependence as they are to the \(k\)-dependence of the modified growth functions.

Thus a model-independent analysis of observational data to test for generic MG theories remains a work in progress. An interesting recent development is the parameterized post-Friedmann approach implemented in [986], where, as above, the spatial dependence is shown to be restricted to quadratic terms in \(k\) for a broad class of theories (see also [987, 988], and for other approaches to the PPF formalism, see [339, 989, 990]). The authors then show how constraints on theory parameters can be obtained from measurements of the expansion history and the growth of structure using just the solution for the background evolution of the theory. On a practical note, the public Boltzman–Einstein solver CAMB has been upgraded by [991] to include MG predictions using an effective field theory approach (see also [913]).

### 10.2.5 Combining lensing and dynamical cross-correlations

In theories of modified gravity, the Newtonian potential, \(\Psi\), generally differs from its value in GR. It is enhanced stronger by a factor of 4/3 in a certain regime in \(f(R)\) gravity (on scales between those of chameleon effects and the Compton wavelength of the \(f_R\) field). This corresponds to the ratio \(\Phi/\Psi = 1/2\) with the sum \(\Psi + \Phi\) remaining unaltered as discussed above. Therefore, for a given mass distribution, significant force enhancements can occur. For DGP gravity, similar force enhancements occur for the normal branch.

The inequality of metric potentials has been exploited to construct different combinations of the information from weak lensing and redshift space galaxy clustering as tests of gravity [949, 954, 983, 992–994]. A comparison of lensing and dynamical cross-power spectra (\(C_{g\kappa}\) and \(P_{g\kappa}(k)\), which
is proportional to $bD_v$) was proposed in [992] as a model independent test of gravity. This test is in principle immune to galaxy bias, at least to first order, and can also overcome the limitation of sample variance on large scales. Thus it can be applied in the linear regime provided both multi-color imaging (for lensing) and spectroscopy (for dynamics) are available for the same sample of galaxies. With appropriate redshift binning, these spectra can constrain the ratio of metric potentials.

A recent measurement was performed in [995], comparing galaxy-velocity and galaxy-shear cross-correlations from the SDSS. They estimated $E_G \approx 0.4$, consistent with its value in GR, given by $E_G = \Omega_m(z = 0)/\beta(z)$, where $\beta$ is the logarithmic rate of growth parameter introduced above in eq. (10.50). The 20% level measurement of $E_G$ by [995] spans scales of 10-50 Mpc at redshift $z \approx 0.3$. Smaller scale versions of this comparison around galaxy and cluster halos are discussed below.

10.3 The halos of galaxies and galaxy clusters

10.3.1 Lensing and dynamical masses

The comparison of the lensing and dynamical masses of galaxies and clusters is a smaller scale version of gravity tests that probe the inequality of the two metric potentials. This test is fairly unique to testing gravity, as it has little information to add in the dark energy framework. At least
three kinds of tests are available: the comparison of strong lensing with measured stellar velocity dispersions in the inner parts of elliptical galaxies [996], the virial masses of halos from weak lensing and dynamics [997], and the infall region that extends to ten or more times the virial radius [995]. The latter two tests are feasible only for massive clusters or using stacked measurements of large samples of galaxies binned in luminosity or another observable that serves as a proxy for halo mass. Figure 13 includes the tests described above as part of a wider set of tests of gravity.

In general the scale force causes the dynamical masses of halos inferred from the virial theorem or hydrostatic equilibrium can be significantly larger than the lensing (or true) masses (see, for example, [953, 997]). However, the force modifications can depend on halo mass and environment, so it is not straightforward to use dynamical and lensing masses to infer the maximal deviation in \( \Phi/\Psi \). Figure 20 shows measurements from N-body simulations of the velocity dispersion outside halos [906]. The comparison with GR for two MG models shows significant deviations that are worth pursuing with observations.

Constraints on the Newtonian potential \( \Psi \) on small scales are obtained using dynamical probes, typically involving galaxy or cluster velocity measurements. On sub-Mpc scales, the Virial theorem for self-gravitating systems in equilibrium can be used to constrain \( \Psi \) in galaxy and cluster halos. Velocity tracers for galaxies include stars and neutral Hydrogen gas within the halos and satellite galaxies that orbit the outer parts of halos. For galaxy clusters the tracers are member galaxies and the X-ray emitting hot gas, which is also mapped using the Sunyaev Zel’dovich (SZ) effect. For relaxed clusters the hot gas is assumed to be in hydrostatic equilibrium within the gravitational potential of the halo.

An interesting test of gravity has been carried out on galactic scales. In [998] and [999] a combination of strong lensing observations in SDSS galaxies and the dynamics of stars were used to constrain the ratio of metric potentials. The resulting ratio was found to be consistent with unity, to better than 10%. While current models of MG do not predict a deviation well inside the virial radii of large galaxies, where the observations were made, it is worth noting the consistency of this relatively accurate measurement with GR.

### 10.3.2 Halo abundances and profiles

N-body simulations are used to study the nonlinear regime, i.e. once the linearized equations for the growth of perturbations break down. For MG theories, the simulations incorporate the coupling of the density field to a scalar field such as \( f_R \) for \( f(R) \) models. A number of papers have reported simulations that include such a coupling for both \( f(R) \) and DGP gravity [395, 395–398, 1000–1002].

Two essential products from simulations are the nonlinear mass power spectrum and the mass function of galaxy and cluster sized halos [395, 397, 398, 1000–1003]. For specific models these predictions allow for comparisons to data. Figures 16 and 21 show the measured power spectra and mass functions from N-body simulations for \( f(R) \) and two galileon models [951]. The simulations incorporate the transition from a modified gravity regime to GR inside massive halos, due to the
Vainshtein or chameleon mechanisms. We have the possibility of comparing these MG theories to observations in the large-scale regime via the power spectrum and within and around galaxy and cluster halos via halo profiles and the mass function. The latter are sensitive to the transition into the screened regime that depends on the screening mechanism. Thus the two regimes provide complementary probes.

The halo model provides a simple analytical way to quantify the abundance of galaxy clusters as a probe of the growth factor. At some critical threshold $\delta_c$, an evolving perturbation gravitationally collapses and virializes to form a halo. Hence, the probability of forming a halo at a given redshift is equivalent to the probability that $\delta \geq \delta_c$. Assuming Gaussian random initial conditions, one then finds that the number of collapsed objects $N$ per unit mass $dM$ and comoving volume element $dV$ is

$$\frac{dN}{dMdV} = F(\sigma) \frac{\bar{\rho}}{M} d\log \sigma^{-1} dM,$$

where $\rho_M$ is the matter density in the Universe, and $\sigma^2$ is the variance of the density perturbations evaluated at some mass scale $M$ (related to the spatial scale $R$ by $M = (4\pi/3) R^3 \bar{\rho}$). Here $F(\sigma)$, the fraction of mass in collapsed objects, is calibrated from simulations, with its functional form originally motivated by the statistics of the initial Gaussian field of density fluctuations. Since $F(\sigma)$ depends only on the linear density field via $\sigma^2 = [D^2(a)/D^2(a_0)]\sigma_0^2$, the abundance of galaxy clusters is explicitly dependent on the growth history of the Universe. (See [1004] for more details.)

The mass function of cluster sized halos in MG theories can show strong deviations from GR due to enhanced gravitational forces from the coupling with the scalar field. Figure 21 shows the

Figure 21: Halo mass functions for $f(R)$ (left panel) and galileon (right panel) models [951]. The fractional deviations from Λ-CDM are shown. The models are the same as in Figures 16. See text for details on the use of the mass function as a gravity test.
fractional deviations in the mass function for \( f(R) \) and DGP models \([395, 397, 1000, 1001]\). For \( f(R) \) models significant departures from GR may occur if the scales involved in forming clusters are smaller than the Compton wavelength of the scalar \( f_R \) but larger than the scale of chameleon effects that screen halos from the modified forces and drive the theory to GR. Theoretical predictions require careful treatment of spherical collapse in MG theories as screening effects are dependent on the halo mass and the environment \([997]\).

For cluster masses approaching \( 10^{15} M_\odot \), the deviations are significant, from enhancements of tens of percent for \( f(R) \) to about a factor of 2 for DGP models (note that the DGP model shown in Figure 21 is the normal branch of DGP, which has enhanced forces, similar to \( f(R) \) gravity). These departures are driven by the deviation in the linear growth rate on a scale of \( \sim 10 \) Mpc, coupled with the exponential dependence of the mass function at the high mass end. In addition, the mass inferred from dynamical measurements differs from the true (lensing) mass for unscreened halos; this amplifies the deviations in the mass function as shown by the upper set of curves in Figure 21. The resulting observational constraints are summarized next.

The abundance of galaxy clusters from X-ray observations has been used to constrain the growth factor \([909]\) and hence specific \( f(R) \) models \([896]\). The mass function can be significantly enhanced at large masses for \( f(R) \) and DGP models (see discussion in the previous sub-section). Using information about the mass function requires nonlinear regime model predictions that include chameleon dynamics, hence the constraints are specific to particular models. In \([896]\) the Compton wavelength was constrained to be smaller than \( \sim 50 \) Mpc, or equivalently, the present day field amplitude to be \( f_{R0} < 2 \times 10^{-4} \) for a particular \( f(R) \) model. A more recent analysis in \([1005]\) combines large-scale structure information with galaxy cluster abundances to find comparable constraints.

### 11 Summary and outlook

<table>
<thead>
<tr>
<th>Test</th>
<th>Length Scale</th>
<th>Theories Probed</th>
<th>Current Status and Prospects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Growth vs. Expansion</td>
<td>100Mpc-1Gpc</td>
<td>GR + smooth dark energy</td>
<td>10% accuracy (2-4%(^1))</td>
</tr>
<tr>
<td>Lensing vs. Dynamical mass(^2)</td>
<td>0.01-100Mpc</td>
<td>Test of GR</td>
<td>20% accuracy(^3) (5% )</td>
</tr>
<tr>
<td>Astrophysical Tests</td>
<td>0.01AU-1Mpc</td>
<td>MG Screening Mechanisms</td>
<td>~10% (Up to 10(^\times) improvement)</td>
</tr>
<tr>
<td>Lab and Solar System Tests</td>
<td>1mm-1AU</td>
<td>PPN → MG parameters(^4)</td>
<td>Constraints are model dependent,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(Up to 10(^\times) improvement)</td>
</tr>
</tbody>
</table>

Table 2: Experimental tests of gravity and dark sector couplings, from mm to Gpc scales. A rough guide to the experimental accuracy is given, comparing current accuracy with improvements expected in the next decade (see text for details.) Footnotes: 1. Combined constraints from BAO, SN, WL, Clusters, RSD and CMB lensing. 2. The test can be done over a range of scales: using strong lensing and stellar velocities inside galaxies, to cosmological scales using cross-correlations. 3. On scales where MG signatures are expected \([995]\). 4. Also tests dark sector couplings.

We have described experimental probes of gravity that span laboratory to cosmological scales,
and a diverse set of environments. Most of the tests are based on observations below redshifts \( z \sim 1 \), although a test of the Friedman equation is provided by the early universe as well.

Cosmological tests of gravity rely on combining probes of the expansion history with the growth of structure. In the literature so far the observations that have been most effectively used for the distance-redshift relation are: CMB, SNIa and BAOs; and for the growth of structure: the CMB power spectrum, ISW cross-correlations, galaxy and CMB lensing, the redshift space power spectra of galaxies, and the abundance of galaxy clusters (in the nonlinear regime). These tests show consistency with GR although the growth rate is somewhat smaller than predicted by GR-based dark energy models. Specific models that have been constrained by observations included DGP and \( f(R) \) models, which are tightly constrained, and galileon models, which are at early stages of being experimentally tested.

On smaller scales constraints have been obtained via laboratory, solar system and astrophysical tests. Current tests of gravity find no indications of departures from GR. The ratio of dynamical to lensing masses have constrained the ratio of metric potentials at the ten percent level. These tests are restricted to narrow ranges in mass/length scale and redshift, but upcoming surveys will improve on the regimes tested and the precision of the tests. In the nearby universe stellar evolution and the dynamics and morphology of different tracers of galaxies have been used to test for the scalar force in MG theories. The tightest experimental limits on chameleon and symmetron theories come from this class of tests. Astrophysical tests are at an early stage of development, but they represent significant progress in both theory and observational analysis—a decade ago virtually no tests of GR were available on astrophysical scales.

How do we integrate the information from this wide range of tests? And how do we plan a coordinated suite of tests for the future? These questions are the subject of ongoing research. We have given a flavor of the possibilities, but we can be sure that surprises await us—a single new experiment or idea may provide a constraint or discovery that has evaded all the other tests. This is in part due to the subtle ways in which screening mechanisms operate: the tracer and its environment can make a crucial difference in highlighting or suppressing the signature of modified gravity. That said, we summarize the current state of play briefly in Table 2.
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Appendix

A Dynamical relaxation—Weinberg’s no-go theorem

Here we consider an alluring idea—that the cosmological constant may be able to dynamically relax to a small value—and its obstructions. Most prominent among these is a celebrated no-go result of Weinberg [34]. In essence, this result says that we cannot achieve anything by tying the value of the CC to the potential of some scalar field—we must fine-tune the potential just as much as we would have had to fine-tune the bare CC.

Here we follow Weinberg’s original argument [34] (see [568] for a different take on the theorem), and consider a set-up in which we have \( N \) scalar fields coupled to gravity in any way we like

\[
S = \frac{M_{\text{Pl}}^2}{2} \int d^4x \sqrt{-g} R + S[\phi^I, g_{\mu\nu}], \quad (A-1)
\]

where \( S[\phi^I, g_{\mu\nu}] \) can depend arbitrarily on \( \phi^I, g_{\mu\nu} \) and their derivatives. We look for a solution where

\[
\phi^I = \bar{\phi}^I = \text{constant} \quad (A-II)
\]

\[
g_{\mu\nu} = \eta_{\mu\nu} \quad (A-III)
\]

With such an ansatz, the Euler–Lagrange equations become very simple

\[
\frac{\delta L}{\delta \phi^I} \bigg|_{g_{\mu\nu}; \phi^I = \text{const}} = \frac{\partial L}{\partial \phi^I} = 0 \quad (A-IV)
\]

\[
\frac{\delta L}{\delta g_{\mu\nu}} \bigg|_{g_{\mu\nu}; \phi^I = \text{const}} = \frac{\partial L}{\partial g^{\mu\nu}} = 0 \quad (A-V)
\]

In order for a solution to (A-IV) and (A-V) to be natural (as opposed to fine-tuned) we want the trace of the gravitational equation of motion to be satisfied automatically as a consequence of the scalar equations. Another way of saying this is that the trace of the metric equation of motion must be of the form:

\[
g^{\mu\nu} \frac{\partial L}{\partial g_{\mu\nu}} + \sum_I f^I(\phi) \frac{\partial L}{\partial \phi^I} = 0 \quad (A-VI)
\]

Demanding this equation be satisfied is equivalent to demanding a particular symmetry of the Lagrangian [34]. To see this, note that the variation of the action (A-I) is

\[
\delta S = \int d^4x \left( \frac{\delta L}{\delta g^{\mu\nu}} \delta g_{\mu\nu} + \sum_I \frac{\delta L}{\delta \phi^I} \delta \phi^I \right) \quad (A-VII)
\]

\[57\] Actually, the theorem proved in [34] is even more general, allowing the \( \phi^I \) to be tensors as well, but here we will restrict to scalars.
If we consider the variations
\[ \delta g^{\mu\nu} = \epsilon g^{\mu\nu} ; \quad \delta \phi^I = \epsilon f^I(\phi) , \] (A-VIII)
then (A-VI) implies that the action is invariant under this symmetry when the fields are taken to be constant. If we start with a Lagrangian invariant under (A-VIII), if it admits a solution \( \bar{\phi}^I = \text{const.} \) with \( \left. \frac{\partial L}{\partial \phi^I} \right|_{\phi = \bar{\phi}} = 0 \), then the gravitational equation will be satisfied. However, this turns out to be impossible to arrange without some degree of fine tuning.

We rewrite the \( N \) fields in terms new scalars \( \sigma^a \) (\( a = 1, \ldots, N - 1 \)) and \( \psi \) so that the symmetry transformation (A-VIII) is now [34]
\[ \delta g^{\mu\nu} = 2 \epsilon g^{\mu\nu} ; \quad \delta \sigma^a = 0 ; \quad \delta \psi = -\epsilon . \] (A-IX)
Now, this transformation is nothing but a conformal transformation, with \( \psi \) playing the role of a dilaton. This means that when the fields are constant, the Lagrangian can be written as a function of the conformal metric
\[ \hat{g}_{\mu\nu} = e^{2\psi} g_{\mu\nu} . \] (A-X)
When all the fields are set to constants, all the curvature invariants of this metric vanish, so the on-shell Lagrangian must be of the form
\[ \mathcal{L} = \sqrt{-\hat{g}} \mathcal{L}(\sigma^a) = \sqrt{-g} e^{4\psi} \mathcal{L}(\sigma^a) . \] (A-XI)
However, the equation \( \left. \frac{\partial L}{\partial g^{\mu\nu}} \right|_{g_{\mu\nu};\sigma^a=\text{const.}} = 0 \) implies that we must have
\[ \left. \sqrt{-g} e^{4\psi} \mathcal{L}(\sigma^a) \right|_{g_{\mu\nu};\sigma^a=\text{const.}} = e^{4\psi} V(\sigma^a) = 0 , \] (A-XII)
which is clearly a fine-tuning (we are tuning the potential for the \( \sigma^a \) to have a minimum at \( V(\sigma^a) = 0 \)).

It is worthwhile to examine the assumptions which went into this no-go theorem. First, we assumed that there were a finite number of scalar fields—\( \sigma^a \), it is possible that the conclusions could be avoided with an infinite number of fields, but to date this loophole has not been exploited. More promising would be to give up the assumption of constant fields; indeed, this is the loophole exploited by ‘self-tuning’ models such as [568, 771–773], where the scalar sector has non-trivial coordinate dependence.

### B Einstein gravity is massless spin-2

As mentioned in the text, Einstein gravity is the unique low-energy theory of an interacting massless helicity-2 field. This statement has been proven by various authors [41–46]. In this Appendix, we
review this uniqueness proof. Our starting point is the action for a free massless spin-2 field at lowest order in derivatives\textsuperscript{58}

\[ S = -\frac{1}{2} \int d^4x \ h^{\mu\nu} \left( \Box h_{\mu\nu} - \partial_\mu \partial^{\alpha} h_{\alpha\mu} - \partial_\nu \partial^{\alpha} h_{\alpha\mu} + \partial_\mu \partial_\nu h + \eta_{\mu\nu} \left( \partial^\alpha \partial^\beta h_{\alpha\beta} - \Box h \right) \right), \quad (B-II) \]

where the field \( h_{\mu\nu} \) has dimensions of mass. The action is invariant under the gauge transformation

\[ \delta_x h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu, \quad (B-III) \]

with gauge parameter \( \xi_\mu = \xi_\mu(x) \). These are nothing more than linearized diffeomorphisms. The equation of motion following from this action is

\[ \Box h_{\mu\nu} - \partial_\mu \partial^{\alpha} h_{\alpha\mu} - \partial_\nu \partial^{\alpha} h_{\alpha\mu} + \partial_\mu \partial_\nu h + \eta_{\mu\nu} \left( \partial^\alpha \partial^\beta h_{\alpha\beta} - \Box h \right) = 0. \quad (B-IV) \]

As a theory on its own, (B-II) is perfectly fine, but the field \( h^{\mu\nu} \) is free; let’s see what happens when we try to introduce interactions by coupling it to its own energy momentum tensor. The action is schematically

\[ S \sim \int d^4x \ (h^{\mu\nu} \mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} + h^{\mu\nu} S^{(2)}_{\mu\nu}), \quad (B-V) \]

where \( \mathcal{E}^{\alpha\beta}_{\mu\nu} \) is the Lichnerowicz operator and \( S^{(2)}_{\mu\nu} \) is some tensor quadratic in the field \( h \), chosen such that

\[ \frac{\delta}{\delta h^{\mu\nu}} \left( h^{\alpha\beta} S^{(2)}_{\alpha\beta} \right) = \Theta^{(2)}_{\mu\nu}, \quad (B-VI) \]

where \( \Theta^{(2)}_{\mu\nu} \) is the energy momentum tensor of the quadratic action. The stress tensor can be constructed from the standard Noether procedure. The equations of motion following from this action are

\[ \mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} \sim \Theta^{(2)}_{\mu\nu}. \quad (B-VII) \]

Now, the left hand side is identically divergence-less, but the right hand side is not conserved, because \( \Theta^{(2)}_{\mu\nu} \) is not the full energy-momentum tensor for the field \( h \)—the cubic piece we added to the action also contributes! However, we may correct for this by adding a quartic piece to the action

\[ S \sim \int d^4x \ (h^{\mu\nu} \mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} + h^{\mu\nu} S^{(2)}_{\mu\nu} + h^{\mu\nu} S^{(3)}_{\mu\nu}), \quad (B-VIII) \]

so that the equation of motion is

\[ \mathcal{E}^{\alpha\beta}_{\mu\nu} h_{\alpha\beta} \sim \Theta^{(2)}_{\mu\nu} + \Theta^{(3)}_{\mu\nu}. \quad (B-IX) \]

\textsuperscript{58}This structure is imposed upon us by demanding that our Lagrangian be manifestly Lorentz invariant, local and that it describes the two polarizations of a massless spin-2 particle. The field operator, \( h_{\mu\nu} \), is not a tensor under Lorentz transformations, rather it transforms inhomogeneously [44]

\[ U(\Lambda) h_{\mu\nu} U^{-1}(\Lambda) = \Lambda^\mu_\alpha \Lambda^\beta_\nu \ h_{\alpha\beta}(\Lambda^{-1} x) + \partial_\mu \Lambda_\Lambda(x, \Lambda) + \partial_\nu \Lambda_\Lambda(x, \Lambda), \quad (B-I) \]

where the explicit form of \( \xi_\mu \) is not important. Therefore, in order to have a Lagrangian which propagates the desired degrees of freedom, we must construct it so that it both looks Lorentz invariant and is invariant under the additional transformation \( \delta h_{\mu\nu} = \partial_\mu \xi_\nu + \partial_\nu \xi_\mu \), which leads us uniquely to (B-II).
where $\theta^{(3)}_{\mu\nu}$ is stress tensor of the cubic part of the action. However, this still doesn’t fully fix the problem, because now the quartic piece we added contributes to the stress tensor. If we continue to iterate the procedure, we will end up with an infinite number of terms in the action, and the claim is that these re-sum to give Einstein gravity

$$S_{EH} \sim \int d^4x \left( hEh + h \sum_{n=2}^{\infty} S^{(n)} \right) \sim \int d^4x \sqrt{-g} R .$$  \hspace{1cm} (B-X)

This iteration procedure was performed by a shortcut in [45]. Here we will follow an equivalent, but algebraically simpler, derivation of Deser [46]. The benefit of this tack is that we will only have to perform a single iteration of the procedure in order to recover Einstein gravity. To begin, we introduce two different fields, $f^{\mu\nu}$ and $\Gamma^\rho_{\mu\nu}$, and write the action as

$$S = \int d^4x \left( f^{\mu\nu} (\partial_\alpha \Gamma^\alpha_{\mu\nu} - \partial_\nu \Gamma^\alpha_{\mu\alpha}) + \eta^{\mu\nu} (\Gamma^\alpha_{\mu\rho} \Gamma^\rho_{\alpha\nu} - \Gamma^\alpha_{\rho\nu} \Gamma^\rho_{\alpha\mu}) \right) ,$$  \hspace{1cm} (B-XII)

where $f^{\mu\nu}$ is symmetric and $\Gamma^\alpha_{\mu\nu}$ is symmetric in its lower indices. The mass dimensions of the fields are $[f] = 1$, $[\Gamma] = 2$. This action is completely equivalent to (B-II); this can be seen from the equations of motion obtained by varying with respect to $f^{\mu\nu}$ and $\Gamma^\alpha_{\mu\nu}$.

$$\partial_\alpha \Gamma^\alpha_{\mu\nu} - \frac{1}{2} \partial_\nu \Gamma^\alpha_{\mu\alpha} - \frac{1}{2} \partial_\mu \Gamma^\alpha_{\nu\alpha} = 0$$  \hspace{1cm} (B-XIII)

$$\partial^\alpha f_{\mu\nu} - \partial_\mu f^\alpha_{\nu} - \partial_\nu f^\alpha_{\mu} - \frac{1}{2} \eta_{\mu\nu} \partial^\alpha f = 2 \Gamma^\alpha_{\mu\nu} - \delta^\alpha_{\mu} \Gamma^\rho_{\nu\rho} - \delta^\alpha_{\nu} \Gamma^\rho_{\mu\rho} .$$  \hspace{1cm} (B-XIV)

We take the derivative $\partial_\alpha$ of (B-XIV), and then insert the result into (B-XIII) to obtain:

$$\Box f_{\mu\nu} - \partial_\mu \partial^\alpha f_{\alpha\nu} - \partial_\nu \partial^\alpha f_{\alpha\mu} - \frac{1}{2} \eta_{\mu\nu} \Box f = 0 .$$  \hspace{1cm} (B-XV)

Tracing over both sides, we obtain $\Box f = -2 \partial_\alpha \partial_\beta f^\alpha_{\beta}$. Using this fact, we see that (B-XV) and (B-IV) are equivalent after making the field redefinition

$$f_{\mu\nu} = \frac{1}{2} \eta_{\mu\nu} h - h_{\mu\nu} .$$  \hspace{1cm} (B-XVI)

Further, we may solve for $\Gamma^\alpha_{\mu\nu}$ to obtain

$$\Gamma^\alpha_{\mu\nu} = -\frac{1}{2} \eta^{\alpha\lambda} \left[ \partial_\mu \left( f_{\nu\lambda} - \frac{1}{2} \eta_{\nu\lambda} h \right) + \partial_\nu \left( f_{\mu\lambda} - \frac{1}{2} \eta_{\mu\lambda} f \right) - \partial_\lambda \left( f_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} f \right) \right] .$$  \hspace{1cm} (B-XVII)

---

\(^{59}\)Of course, this is nothing more than the linearized version of the Palatini formulation of Einstein gravity:

$$S = \frac{M_0^4}{2} \int d^4x \sqrt{-g} g^{\mu\nu} \left( \partial_\alpha \Gamma^\alpha_{\mu\nu} - \partial_\mu \Gamma^\alpha_{\alpha\nu} + \Gamma^\alpha_{\mu\rho} \Gamma^\rho_{\alpha\nu} - \Gamma^\alpha_{\rho\nu} \Gamma^\rho_{\alpha\mu} \right) ,$$  \hspace{1cm} (B-XI)

but for now we will pretend that we don’t know this.

\(^{60}\)Note that in (B-XIV), we have used the facts that $\eta^{\alpha\beta} \Gamma^\mu_{\alpha\beta} = -\partial_\mu f^{\alpha\nu}$ and $\Gamma^\rho_{\mu\nu} = -\frac{1}{2} \partial_\mu f$, which can be obtained by taking various traces.
If we make the same field redefinition (B-XVI), this becomes

\[ \Gamma^\alpha_{\mu\nu} = \frac{1}{2} \eta^{\alpha\lambda} (\partial_{\mu} h_{\nu\lambda} + \partial_{\nu} h_{\mu\lambda} - \partial_{\lambda} h_{\mu\nu}) , \]  

(B-XVIII)

which is, of course, the linearized Christoffel symbol.

We know that \( f_{\mu\nu} \) should couple to its own stress tensor, so we now want to add a term to the action that, when varied with respect to \( f_{\mu\nu} \), gives the stress tensor for the action (B-XII). To do this, we must first compute the stress tensor for this action. We will do this in the normal way, by “covariantizing” the action, varying with respect to the metric and then setting it to be flat.\(^{61}\) We covariantize the action by promoting the flat metric \( \eta_{\mu\nu} \mapsto G_{\mu\nu} \). We now have to decide how \( f_{\mu\nu} \) and \( \Gamma^\alpha_{\mu\nu} \) transform with respect to this metric. We choose to let \( \Gamma^\alpha_{\mu\nu} \) transform as a tensor while \( f_{\mu\nu} \) transforms as a tensor density, \( (\sqrt{-G})^{-1} f_{\mu\nu} \).

After covariantization, the action (B-XII) becomes

\[ S = \int d^4x \left( f_{\mu\nu} (D_\lambda \Gamma^\alpha_{\mu\nu} - D_\nu \Gamma^\alpha_{\lambda\mu}) + \sqrt{-G} G_{\mu\nu} \left( \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} \right) \right) , \]  

(B-XIX)

where \( D_\lambda \) is the \( G \)-covariant derivative, so that

\[ D_\lambda \Gamma^\rho_{\mu\nu} = \partial_\lambda \Gamma^\rho_{\mu\nu} + C^\rho_{\alpha\lambda} \Gamma^\alpha_{\mu\nu} - C^\alpha_{\alpha\mu} \Gamma^\rho_{\lambda\nu} - C^\alpha_{\alpha\nu} \Gamma^\rho_{\mu\lambda} , \]  

(B-XX)

where \( C^\alpha_{\mu\nu} \) is the Christoffel symbol associated with \( G_{\mu\nu} \). The variable \( f_{\mu\nu} \) that we are working with is trace-shifted, so we also want to compute the trace-shifted stress tensor

\[ \tau_{\mu\nu} = T_{\mu\nu} - \frac{1}{2} \eta_{\mu\nu} T = \frac{\delta S}{\delta \sqrt{-G} G_{\mu\nu}} \equiv \frac{\delta S}{\delta \bar{G}_{\mu\nu}} \]  

(B-XXI)

to couple to it. It is straightforward to vary (B-XIX), to obtain

\[ \delta S = \int d^4x \left( \delta \sqrt{-G} f_{\mu\nu} \left( D_\lambda \Gamma^\alpha_{\mu\nu} - D_\nu \Gamma^\alpha_{\lambda\mu} \right) + \left( \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} \right) \right) \delta \bar{G}_{\mu\nu} , \]  

(B-XXII)

which we may rewrite as \([46]\)

\[ \delta S = \int d^4x \left( -\sigma_{\mu\nu} + \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} \right) \delta \bar{G}_{\mu\nu} . \]  

(B-XXIII)

From this we deduce that the stress tensor for the action (B-XII) is

\[ \tau_{\mu\nu} = \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} - \sigma_{\mu\nu} \equiv S_{\mu\nu} - \sigma_{\mu\nu} , \]  

(B-XXIV)

\(^{61}\)You might complain that we are cheating. After all, the point is to obtain Einstein gravity from field theory without appealing to geometric notions. While we are taking a shortcut, the energy-momentum tensor we will obtain is exactly equivalent to the one which would be obtained by purely field-theoretic machinery—that is by constructing it as the conserved current associated with translation invariance using the standard Noether procedure and then symmetrizing.
where $\sigma_{\mu\nu}$ is given by [46]

$$2\sigma_{\mu\nu} = \partial^\alpha \left[ \frac{1}{2} \eta_{\mu\nu} \left( f^\lambda_{\rho} \Gamma^\rho_{\lambda\alpha} - \frac{1}{2} f \Gamma^\beta_{\alpha\rho} \right) + \frac{1}{2} f_{\mu\nu} \Gamma^\rho_{\alpha\rho} - f_{\alpha\mu} \Gamma^\rho_{\nu\rho} + \eta_{\nu\sigma} f^\beta_{\alpha} \Gamma^\sigma_{\beta\rho} + f^\rho_{\mu} \left( \eta_{\alpha\beta} \Gamma^\beta_{\rho\mu} - \eta_{\sigma\nu} \Gamma^\sigma_{\alpha\rho} \right) \right] + (\mu \leftrightarrow \nu) \, .$$ (B-XXV)

The claim is then that the appropriate coupling to consider in the Lagrangian is $f^{\mu\nu} S_{\mu\nu}$. That is, we consider the action

$$S = \int d^4x \left( M_{\text{Pl}} \left( \eta^{\mu\nu} + \frac{1}{M_{\text{Pl}}} f^{\mu\nu} \right) \left[ \partial_\alpha \Gamma^\alpha_{\mu\nu} - \partial_\nu \Gamma^\alpha_{\mu\alpha} \right] + \left( \eta^{\mu\nu} + \frac{1}{M_{\text{Pl}}} f^{\mu\nu} \right) \left[ \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} \right] \right) \, .$$ (B-XXVI)

We have added two terms to the action, one is the coupling $f^{\mu\nu} S_{\mu\nu}$, the other is the total derivative $\partial_\beta \left[ \eta^{\mu\nu} \Gamma^{\beta}_{\mu\nu} - \eta^{\beta\mu} \Gamma^\alpha_{\mu\alpha} \right]$. In order to add these terms, it was necessary to introduce a dimensionful parameter, which we have (with foresight) called $M_{\text{Pl}}$, with units of mass. Notice that the procedure we have just carried out does not have to be iterated—the term we added to the action does not depend on $\eta_{\mu\nu}$, so if we were to covariantize and vary, we would find that it does not contribute to $\tau_{\mu\nu}$.

Therefore, all that remains is for us to derive the equations of motion for this action, and verify that they produce the equations of motion

$$\Box f_{\mu\nu} - \partial_\mu \partial^\alpha f_{\alpha\nu} - \partial_\nu \partial^\alpha f_{\alpha\mu} - \frac{1}{2} \eta_{\mu\nu} \Box f = -\tau_{\mu\nu} \, .$$ (B-XXVII)

This is of course guaranteed to work: note that by performing a field redefinition

$$\sqrt{-g} g^{\mu\nu} = \eta^{\mu\nu} + \frac{1}{M_{\text{Pl}}} f^{\mu\nu} \, ,$$ (B-XXVIII)

and re-scaling $\Gamma \rightarrow M_{\text{Pl}} \Gamma$ the action becomes

$$S = M_{\text{Pl}}^2 \int d^4x \sqrt{-g} g^{\mu\nu} \left( \partial_\alpha \Gamma^\alpha_{\mu\nu} - \partial_\nu \Gamma^\alpha_{\mu\alpha} + \Gamma^\alpha_{\mu\nu} \Gamma^\rho_{\alpha\rho} - \Gamma^\alpha_{\rho\mu} \Gamma^\rho_{\alpha\nu} \right) \, ,$$ (B-XXIX)

which is just the first order (Palatini) formulation of Einstein gravity. The equation of motion for $\Gamma^\alpha_{\mu\nu}$ is

$$\Gamma_{\mu\nu} = \frac{1}{2} g^{\alpha\lambda} \left( \partial_\mu g_{\nu\lambda} + \partial_\nu g_{\mu\lambda} - \partial_\lambda g_{\mu\nu} \right) \, ,$$ (B-XXX)

and substituting this back into the action yields the familiar Einstein–Hilbert action

$$S = M_{\text{Pl}}^2 \int d^4x \sqrt{-g} R \, .$$ (B-XXXI)

It is worth emphasizing that throughout, we have only considered terms which have second derivatives. In this sense, Einstein gravity is the unique low energy theory of a Lorentz-invariant massless helicity-2 particle.
For completeness, we must also determine how $g_{\mu\nu}$ should couple to external matter. We (now) know that equation of motion for gravity plus matter fields, $\psi$, must take the form (in $M_{\text{Pl}} = 1$ units)
\begin{equation}
G_{\mu\nu} = \frac{\delta S_{\text{matter}}[\psi, g]}{\delta g^{\mu\nu}}.
\end{equation}
However, $g_{\mu\nu}$ couples to the total stress energy, so that we also have
\begin{equation}
G_{\mu\nu} = T_{\mu\nu}^\text{matter}.
\end{equation}
This just implies that we can obtain $T_{\mu\nu}^\text{matter}$ by varying with respect to $g_{\mu\nu}$, indicating that it couples in the usual way.

\section{Ostrogradsky’s theorem}
Here we review Ostrogradsky’s theorem, following [252]. The theorem states that for a non-degenerate Lagrangian which depends on higher derivatives, the Hamiltonian is necessarily unbounded. More precisely, all but one of the canonical momenta appear linearly in the Hamiltonian, as we will see. We will derive the theorem in the context of the classical mechanics of a single particle, but the result generalizes readily to field theory [1006, 1007]. We consider a Lagrangian which depends on the position of a point particle as a function of time, $q(t)$, and arbitrarily many time derivatives
\begin{equation}
L(q, \dot{q}, \ldots, q^{(N)}) ,
\end{equation}
where $q^{(N)} \equiv \frac{d^Nq}{dt^N}$. The equation of motion for this Lagrangian is then
\begin{equation}
\sum_{i=0}^{N} \left( -\frac{d}{dt} \right)^i \frac{\partial L}{\partial \dot{q}^{(i)}} = 0 .
\end{equation}
If the Lagrangian is non-degenerate, this equation depends on $q^{(2N)}$ and therefore can be rewritten as
\begin{equation}
q^{(2N)} = f(q, \ldots, q^{(2N-1)}) .
\end{equation}
This differential equation requires $2N$ pieces of initial data, and therefore there are $2N$ canonical coordinates. Ostrogradsky instructs us to define these as [252]
\begin{equation}
Q_a = q^{(a-1)} ; \quad P_a = \frac{\delta L}{\delta \dot{q}^{(a)}} = \sum_{i=a}^{N} \left( -\frac{d}{dt} \right)^{i-a} \frac{\partial L}{\partial q^{(i)}} ,
\end{equation}
where here by $\frac{\delta}{\delta \dot{q}^{(a)}}$ we mean the Euler–Lagrange derivative with respect to $q^{(a)}$. Now, if the Lagrangian is non-degenerate, we can solve for $q^{(N)}$ in terms of the canonical coordinates, $Q_a$, and the $N$th momentum, $P_N$, as
\begin{equation}
q^{(N)} = F(Q_1, \ldots, Q_N, P_N) .
\end{equation}
We then construct the Hamiltonian in the standard way via a Legendre transform

\[ H = \sum_{a=1}^{N} p_a q^{(a)} - \mathcal{L} = p_1 q_2 + p_2 q_3 + \ldots + p_{N-1} q_N + p_N F - \mathcal{L}(q_1, \ldots, q_N, F) \quad \text{(C-VI)} \]

Here we see that every momentum except possibly \( p_N \) appears linearly in the Hamiltonian, and hence it is unbounded with respect to each of these momenta. The only thing left to check is that this Hamiltonian accurately captures the dynamics of the system; that is, it should really be the Hamiltonian as we normally think of it. This is relatively straightforward; recall Hamilton’s equations

\[ \dot{Q}_a = \frac{\partial H}{\partial p_a} ; \quad \dot{P}_a = -\frac{\partial H}{\partial Q_a} \quad \text{(C-VII)} \]

Now we notice that the first of these equations tells us

\[ \dot{Q}_a = Q_{a+1} \implies Q_i = q^{(i-1)} \quad \text{(C-VIII)} \]

while the second equation tells us that

\[ P_a = \frac{\delta \mathcal{L}}{\delta q^{(a)}} . \quad \text{(C-IX)} \]

The \( \dot{P}_1 \) equation then yields the Euler–Lagrange equation

\[ \sum_{i=0}^{N} \left( -\frac{d}{dt} \right)^i \frac{\partial \mathcal{L}}{\partial q^{(i)}} = 0 . \quad \text{(C-X)} \]

This confirms that the Hamiltonian generates time translations in the normal way [252].

The above discussion is rather general and abstract, so it is useful to apply the formalism to a particular example and construct the Hamiltonian explicitly, showing its unboundedness. The theory we consider is the Pais–Uhlenbeck oscillator [1008], a simple classical-mechanical example of a higher-derivative quadratic Lagrangian

\[ \mathcal{L}_{PU} = \frac{1}{2} \ddot{q}^2 - \frac{1}{2} (m_1^2 + m_2^2)q^2 + \frac{1}{2} m_1^2 m_2^2 q^2 . \quad \text{(C-XI)} \]

This Lagrangian depends on \( q, \dot{q}, \) and \( \ddot{q} \), and its equation of motion is fourth-order in derivatives

\[ \dddot{q} + (m_1^2 + m_2^2) \dot{q} + m_1^2 m_2^2 q = 0 . \quad \text{(C-XII)} \]

This is a fourth-order equation—requiring four pieces of initial data—indicating that there are four canonical coordinates, we define them as in (C-IV) [1009–1011]

\[ \begin{align*}
    Q_1 &= q \\
    Q_2 &= \dot{q} \\
    P_1 &= -\ddot{q} - (m_1^2 + m_2^2) \dot{q} \\
    P_2 &= \dddot{q} .
\end{align*} \quad \text{(C-XIII)} \]

\[ ^{62}\text{This is obvious for } a \neq N, \text{ but for } a = N \text{ it requires a little thought:} \]

\[ \dot{Q}_N = \frac{\partial H}{\partial p_N} = F + p_N \frac{\partial F}{\partial p_N} - \frac{\partial \mathcal{L}}{\partial F} \frac{\partial F}{\partial p_N} = F \implies Q^{(N)} = F \]
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Recall that the equation of motion (C-XII) depended on $\ddot{q}$, indicating the Lagrangian is non-degenerate, and we see here that we can trivially solve for $\ddot{q}$ in terms of the canonical coordinates and $P_2$. We can then construct the Hamiltonian as \cite{1009–1011}

$$H_{PU} = P_1 Q_2 + P_2^2 - L_{PU}(Q_1, Q_2, P_2) = P_1 Q_2 + \frac{1}{2} P_2^2 + \frac{1}{2} (m_1^2 + m_2^2) Q_2^2 - \frac{1}{2} m_1^2 m_2^2 Q_1^2. \quad (C-XIV)$$

As advertised, the momentum $P_1$ appears linearly in the Hamiltonian, indicating that it is unbounded.\footnote{For proposals on how to deal with the ghost in this model, see \cite{1010, 1011}.} We can also verify that Hamilton’s equations reproduce the canonical transformation (C-XIII) and that the $\dot{P}_1$ equation gives the Euler–Lagrange equation

$$\dot{P}_1 = -\frac{\partial H_{PU}}{\partial Q_a} \implies \dddot{q} + (m_1^2 + m_2^2) \ddot{q} + m_1^2 m_2^2 q = 0. \quad (C-XV)$$

### D Effective field theory diagnostics

In this Appendix, we detail some of the more common pathologies at the level of the effective field theory, namely ghosts, gradient instabilities, tachyons and superluminality.

#### D.1 Ghosts

A common pathology of the field theories that arise from modifications of gravity is the existence of \textit{ghosts}. Ghosts are fields whose quanta either have negative energy or negative norm, indicating an instability in the theory. Most commonly, ghost instabilities manifest as fields with \textit{wrong sign} kinetic term

$$L_{\text{ghost}} = \frac{1}{2} (\partial \chi)^2 - \frac{m^2}{2} \chi^2. \quad (D-I)$$

Of course, the sign of the kinetic term is merely a matter of convention—our choice of metric signature. However, what is dangerous is if this field is coupled to other fields with correct sign kinetic terms, for example

$$L = -\frac{1}{2} (\partial \phi)^2 - \frac{m_1^2}{2} \phi^2 + \frac{1}{2} (\partial \chi)^2 - \frac{m_1^2}{2} \chi^2 + \lambda \phi^2 \chi^2. \quad (D-II)$$

Since the $\chi$ particles have negative energy, the vacuum is unstable to the process $0 \rightarrow \phi \phi + \chi \chi$, which costs zero energy. This process will happen copiously (with an infinite rate), and in fact is a sign that the theory is ill-defined \cite{96, 1012}.

In constructing theories, we have to ensure that the theory is free from these ghost instabilities. Most often, ghost instabilities arise from \textit{higher derivative} terms in the Lagrangian. A powerful theorem, due to Ostrogradsky \cite{220} tells us that, in most cases, if the equations of motion are higher than second order in time derivatives, the theory will have a ghost instability (we review this theorem in Appendix C).
Figure 22: In theories with a ghostly field, the vacuum is unstable to rapid pair production of ghost particles and healthy particles, causing the theory to be ill-defined (See [96, 1012]).

Let us illustrate this through a simple example of a higher-derivative theory and show how it may be written as a theory of a healthy field and a ghostly field. Consider the Lagrangian

\[ L = -\frac{1}{2} (\partial \psi)^2 + \frac{1}{2\Lambda^2} (\Box \psi)^2 - V(\psi), \]  

(D-III)

where \( \Lambda \) is the cutoff of the effective theory. As long as we work at energies far below \( \Lambda \), this theory is completely well defined. However, as we approach \( \Lambda \), all of the terms we have neglected—which are suppressed by additional powers of \( \partial(f\text{ields})/\Lambda \)—become equally important and we no longer have a well-defined expansion. Note that the equations of motion following from the Lagrangian (D-III) are fourth order. To see explicitly that this implies the system secretly has a ghost, we introduce an auxiliary field, \( \chi \), as follows [215]

\[ L = -\frac{1}{2} (\partial \psi)^2 + \chi \Box \psi - \frac{\Lambda^2}{2} \chi^2 - V(\psi). \]  

(D-IV)

Now, the equation of motion for \( \chi \) is \( \chi = \Box \psi / \Lambda^2 \), and substituting it back into the Lagrangian, we recover (D-III), confirming the classical equivalence between the two theories. In order to remove the kinetic mixing and diagonalize the Lagrangian, we make the field redefinition \( \psi = \phi - \chi \), in terms of which the Lagrangian becomes (after integration by parts) [215]

\[ L = -\frac{1}{2} (\partial \phi)^2 + \frac{1}{2} (\partial \chi)^2 - \frac{\Lambda^2}{2} \chi^2 - V(\phi, \chi). \]  

(D-V)

Now we see that the Lagrangian (D-III) is equivalent to a theory of two scalar fields, one healthy and one ghostly. It is important to note that the presence of a ghost does not necessarily spell doom for a theory; as long as the mass of the ghostly mode lies above the cutoff of the theory, we can interpret the presence of the ghost as an artifact of truncating the EFT expansion at finite order. We see that this is the case here, the mass of the ghost lies at the cutoff of the theory, so it may be possible to consistently ignore the ghost at energies far below the cutoff and appeal to
unknown UV physics to cure the ghost as we approach the cutoff. What is dangerous is a theory possessing a ghost within the regime of validity of the effective theory. If this is true, the theory loses its predictive power and we cannot calculate.

D.2 Gradient instabilities

Another pathology which often plagues effective field theories is the presence of gradient instabilities. Much in the way that a ghost instability is related to wrong sign temporal derivatives, gradient instabilities are due to wrong sign spatial gradients. To see why this is worrisome, consider the simplest (obviously non-Lorentz-invariant) example: a free scalar field with wrong sign spatial gradients

\[ \mathcal{L} = \frac{1}{2} \dot{\phi}^2 + \frac{1}{2} (\nabla \phi)^2 . \]  

(D-IX)

The solutions to the equation of motion following from this Lagrangian are (in Fourier space)

\[ \phi_k(t) \sim e^{\pm i k t} , \]  

(D-X)

where \( k \equiv \sqrt{k^2} \). Note that the growing mode solution, \( \phi \sim e^{kt} \), grows without bound, signaling an instability in the theory on a timescale

\[ \tau_{\text{inst}} \sim k^{-1} . \]  

(D-XI)

Therefore, the highest-energy modes contribute most to the instability. This means that the theory does not make sense, even thought of as an effective theory. In general, in a theory with a gradient instability, and a cutoff \( \Lambda \), the effective theory cannot consistently describe any energy regime. For modes with \( k \ll \Lambda \), the characteristic timescale is \( t_k \gg \tau_{\text{inst}} \), and they will be sensitive to the instability in the theory, whereas modes with \( k \gg \Lambda \) are beyond the regime of validity of our EFT.

We are forced to conclude that an effective theory with a gradient instability is non-predictive.

D.3 Tachyonic instabilities

Another instability that sometimes appears in effective theories is the presence of a tachyon. Most simply, a tachyonic instability appears as a field with a negative mass squared. Unlike the other\(^{64}\)

\[ \mathcal{L} = -\frac{1}{2} (\partial \psi)^2 + \chi \Box \psi - (\partial \chi)^2 - \frac{\Lambda^2}{2} \chi^2 - V(\psi) . \]  

(D-VI)

The equation of motion for \( \chi \) is

\[ \chi = \frac{\Box \psi}{\Lambda^2 \left(1 - \frac{\Lambda^2}{\Box} \right)} ; \]  

(D-VII)

if we substitute this back in, we recover (D-III), up to extra terms suppressed by powers of \( \partial^2(\text{fields})/\Lambda^2 \), which we have dropped in the EFT expansion anyway. If we then diagonalize (D-VI), we find two healthy scalars

\[ \mathcal{L} = -\frac{1}{2} (\partial \phi)^2 - \frac{1}{2} (\partial \chi)^2 - \frac{\Lambda^2}{2} \chi^2 - V(\phi, \chi) . \]  

(D-VIII)
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instabilities, the presence of a tachyon does not indicate any particular pathology in the definition of the theory, but rather is a signal that we are not perturbing about the true vacuum of the theory. For example, this is precisely what happens in the Higgs mechanism—in the Lagrangian, the Higgs field appears as a tachyon, but of course everything is well defined.

Again, we consider a toy example: a scalar field with a negative mass term

$$\mathcal{L} = -\frac{1}{2}(\partial\phi)^2 + \frac{m^2}{2}\phi^2$$  \hspace{1cm} (D-XII)

In the long-wavelength ($k \to 0$) limit, the solution for the field $\phi$ is

$$\phi(t) \sim t^{\pm m}.$$  \hspace{1cm} (D-XIII)

Again, the growing-mode solution indicates an instability. However, unlike last time, the timescale for this instability is independent of $k$ and is given by the inverse mass of the field

$$\tau_{\text{inst}} \sim m^{-1}.$$  \hspace{1cm} (D-XIV)

Therefore, if we focus on modes for which $k \gg m^{-1}$, they will be insensitive to the fact that the system is unstable. This type of thinking is familiar from cosmology—if we go to high momenta, the modes evolve as though they are on Minkowski space and are insensitive to the cosmological evolution.

This analysis generalizes to theories with a cutoff, $\Lambda$, in which there exists a regime $m \ll k \ll \Lambda$, where the effective field theory is perfectly well defined, provided that there is a hierarchy between the mass, $m$, and the cutoff of the theory.

### D.4 Analyticity, locality and superluminality

So far, the pathologies we have discussed manifest themselves in the effective description we consider (for example, ghosts are visible in the low energy effective theory). However, there are also apparent illnesses of an effective theory which are of a more subtle nature, and indicate that a theory—completely well-defined in the IR—may secretly not admit a standard UV completion. Whether or not such pathologies are fatal then depends on whether one can make sense of the relevant theories in the UV while abandoning one or more of the usual requirements, such as Lorentz-invariance.

By far the most common sickness of this type is the presence of superluminality in a low-energy effective field theory. To understand why this is a problem, we note that a crucial ingredient of a Lorentz-invariant quantum field theory is microcausality. This property states that the commutator of two local operators vanishes for spacelike separated points as an operator statement [1013]

$$[\mathcal{O}_1(x), \mathcal{O}_2(y)] = 0; \quad \text{when} \quad (x - y)^2 > 0.$$  \hspace{1cm} (D-XV)

The relation to causality is fairly clear; if two operators are evaluated at points outside each others’ lightcones, they should not have an effect on each other. Indeed, in [1014], it was shown that (D-XV)
can be seen as a consequence of the causal structure of the theory, and hence holds for an arbitrary
curved space, as long as the relevant fields have a well-defined Cauchy problem. Therefore, we
immediately see that there is an apparent tension between superluminality and causality: in a
theory with superluminal propagation, operators outside the light cone do not necessarily commute,
indicating that the theory is secretly acausal or non-local.\footnote{Another consequence of particles which propagate with a higher velocity than gravitons is the possible presence of gravi-Cherenkov radiation\cite{1015}.}

In reality, theories which admit superluminality can be perfectly causal, but just on a widened
light-cone. Consider a non-renormalizable higher derivative theory of a scalar

\[ \mathcal{L} = -\frac{1}{2} (\partial \phi)^2 + \frac{1}{\Lambda^2} \partial^2 \phi (\partial \phi)^2 + \frac{1}{\Lambda^4} (\partial \phi)^4 + \cdots \tag{D-XVI} \]

expanded about some background \( \phi = \bar{\phi} + \phi \). A theorem due to Leray\footnote{See page 251 of\cite{1016}.} says that the causal
structure is set by an effective metric\cite{149, 1014, 1016, 1017}

\[ \mathcal{L} = -\frac{1}{2} G^{\mu\nu}(x, \bar{\phi}, \partial \bar{\phi}, \partial^2 \bar{\phi}, \ldots) \partial_\mu \phi \partial_\nu \phi + \cdots \tag{D-XVII} \]

Now, provided that \( G^{\mu\nu} \) is globally hyperbolic, this theory will be perfectly causal, but in general
it may have directions in which the \( \phi \) perturbations propagate outside the lightcone used to define
the theory (D-XVI). On the face of it, this might not seem to be much of a worry, but it is vaguely
unsettling that the Lorentz-invariant Lagrangian we wrote down secretly is not. If we think of the
theory (D-XVI) as a low-energy effective field theory, it must have a UV completion at some high
energy scale. However, since this theory admits superluminality, it cannot be UV completed by
a Lorentz-invariant quantum field theory. Here, by Lorentz-invariant, we mean Lorentz-invariant
with respect to the metric \( \eta^{\mu\nu} \) used to define (D-XVI).

In many cases this heuristic reasoning can be made precise by exploiting the close relationship
between Lorentz invariance and \textit{S-matrix analyticity}. In a Lorentz-invariant quantum field theory,
the S-matrix is an analytic function of the external momenta, except for branch cuts which cor-
respond to the production of intermediate states and the presence of poles, which correspond to
physical particles or bound states. From S-matrix analyticity, we can derive \textit{dispersion relations}
to establish the positivity of various scattering amplitudes. The connection between this approach,
superluminality and UV completions of low energy theories was first explored in\cite{228} and here we
summarize some of the logic.

We begin by considering the \( 2 \to 2 \) scattering amplitude in a Lorentz-invariant theory. We focus
on this amplitude, because intuitively it should have something to do with superluminality, since we
can think of propagation in the effective metric (D-XVI) as a sequence of scattering processes with
a background field\cite{228}. Consider the 4-point amplitude \( \mathcal{A}(s,t) \), which is analytic in the \( s \)-plane,
except for a pole at \( s = 0 \) and along cuts on the real axis above some threshold value \( |s_*| < \infty \).\footnote{Here \( s \) and \( t \) are the usual Mandelstam variables, see for example\cite{1013}.}
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Figure 23: Integration contour in the complex $s$-plane used to derive the dispersion relation (D-XIX). Integration along this contour picks up the discontinuity across the cuts, which correspond to above-threshold particle production.

scattering process (in a massive theory, this is the energy scale corresponding to the mass of the constituent particles). Considering a closed curve, $\gamma$, around $s = 0$ of radius $r < s_*$ and using Cauchy’s integral formula, we find

$$\frac{\partial^2}{\partial s^2} A(s, t) \bigg|_{s=0} = \frac{1}{i\pi} \oint_{\gamma} ds \frac{A(s, t)}{s^3}. \quad (D-XVIII)$$

Now, we deform the contour into a double-keyhole contour and integrate along the cuts as in Figure 23. On the positive real axis, we obtain the discontinuity along the cut, which is the imaginary part of the analytic function $A$. The integral along the cut on the negative real axis can be related to the integral on the positive side via crossing symmetry, $s \rightarrow -t - s$, to obtain

$$\frac{\partial^2}{\partial s^2} A(s, t) \bigg|_{s=0} = \frac{2}{\pi} \int_{s_*}^{\infty} ds \left( \frac{1}{s^3} + \frac{1}{(s + t)^3} \right) \text{Im} A(s, t). \quad (D-XIX)$$

In order for this dispersion relation to make sense, we must make sure that the point at infinity gives no contribution to the integral. This contribution will vanish as long as the amplitude is bounded by $s^2$ as $s \rightarrow \infty$. That this is true in theories with a mass gap follows from the Froissart bound [228, 1018, 1019]. Many theories of interest do not have a mass gap (for example the galileon); there are some arguments that amplitudes should be bounded similarly at infinity in these situations [228], but it is not certain. If we now look at the forward limit ($t \rightarrow 0$) of the

---

68This follows from the fact that $A(s) = A^*(s^*)$, which is an assumption of S-matrix theory about how amplitudes should behave.

69In massless theories, another subtlety arises: formally $s_* \rightarrow 0$. However, we expect non-analyticities near $s = 0$ to show up as multi-particle states in our amplitudes; in derivatively-coupled theories, the relation (D-XIX) can still make sense at tree level: the optical theorem tells us that multi-particle states should in fact only appear at higher order in momenta. For example, in the theory of a dilaton we have $A_{1\rightarrow 2}^{2\rightarrow 2} \sim |A_{tree}^{2\rightarrow 2}|^2 \sim (s^2 + t^2 + u^2)^2 \sim O(s^4)$, so the dispersion relation holds at tree level [546, 1020].

70One situation where this can be made precise is when the UV completion is a CFT. In this case, we know that
Figure 24: Relationship between analyticity, locality and Lorentz invariance. Either non-analyticity of the $S$-matrix or superluminal propagation indicates a violation of Lorentz invariance. However, the implication between the two is less well understood.

expression (D-XIX), the optical theorem tells us $\text{Im}A(s,0) \geq 0$, which establishes the inequality

$$\frac{\partial^2}{\partial s^2}A(s,0)\bigg|_{s=0} = \frac{4}{\pi} \int_{s_0}^{\infty} ds \frac{\text{Im}A(s,0)}{s^3} \geq 0. \quad (D-XX)$$

Therefore, in the forward limit, the $2 \to 2$ amplitude must display a positive $s^2$ contribution. This inequality holds in any Lorentz-invariant theory described by an S-matrix. This includes both local quantum field theory and perturbative string theories [228], making it a very powerful probe. Violation of this dispersion relation indicates a violation of Lorentz invariance in the theory.

We have seen that both superluminality and a violation of S-matrix analyticity indicate a violation of Lorentz invariance in a low energy effective theory. We might be tempted to posit that the relationship between these two things is tight, i.e., that superluminality always implies that the theory will violate the sum rule (D-XX), but unfortunately the relationship is somewhat more subtle. For the simplest theories, the relationship is tight, but it is possible to construct theories that admit apparently superluminal signals, but which obey (D-XX) [544, 546, 593]. Here we have only focused on the simplest dispersion relation, it is possible to extract more intricate ones using similar arguments [546, 1022, 1023]. It is generally expected that theories which admit superluminality should violate some dispersion relations, as they follow directly from Lorentz invariance and analyticity and we know that superluminal theories are secretly not Lorentz-invariant, but there is no known single dispersion relation that is always violated by a superluminal theory. In any case, in order for a low-energy effective theory to be UV-completable by a local, Lorentz invariant QFT or perturbative string theory, it must satisfy the dispersion relation (D-XX) (along with an infinite number of other ones) and it must not have superluminal signals in the effective theory.

Even the issue of whether a theory actually exhibits superluminality is somewhat subtle, as is emphasized in [594]. The superluminality that appears in e.g., (6.26) and (6.54) is in the phase velocity of perturbations:

$$v_{\text{phase}} = \frac{\omega}{k} \quad (D-XXI)$$

at high energies, the amplitude scales as $\lim_{s \to \infty} A(s,t) \sim s^{2-\epsilon}$, where $\epsilon = 4 - \Delta > 0$, and $\Delta$ is the conformal weight of the fields; so the contour at infinity gives no contribution [1020–1022].
However, this is not the relevant quantity for determining causality of the theory; it is perfectly acceptable to have superluminal phase velocities (and indeed, even group velocities), so long as the \textit{front} velocity is luminal. This constraint derives from demanding that the retarded propagator has support only on the future light cone, which is satisfied provided that the index of refraction \( n(\omega) \) defined through

\[
k = n(\omega)\omega , \tag{D-XXII}
\]

is analytic in the upper complex plane and that its limit is \( n(\omega) \to 1 \) as \( \omega \to \infty \) \[594, 1024, 1025\]. The phase velocity can also be written in terms of the index of refraction as

\[
v_{\text{phase}} = \frac{1}{n(\omega)} , \tag{D-XXIII}
\]

which implies that in order for the theory to be causal, the infinite-momentum limit of the phase velocity—or the front velocity—must be luminal \[594, 1024\]

\[
\lim_{k \to \infty} v_{\text{phase}}(k) = v_{\text{front}} = 1 . \tag{D-XXIV}
\]

Here we see that the causality of a theory depends on its high-energy behavior; formally the dispersion relation at infinite momentum. However, we know that as we go to high enough energies, theories which exhibit the Vainshtein mechanism become strongly-coupled, and quantum corrections become important. Therefore, in order to reliably compute the front velocity in a theory of this type, loop effects must be taken into account. The fact that a theory exhibits a superluminal dispersion relation at tree level in the Lagrangian is not sufficient to conclude that the theory is acausal. One concrete example of this type of phenomenon occurs in the context of galileon duality \[593\]. On one side of the duality, we have a free theory, where the front velocity can reliably be computed to be luminal, while on the other side of the duality we have apparent superluminality. Presumably if quantum effects could be suitably re-summed, the front velocity on this side would also be 1.
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