A generalized model for wind turbine anomaly identification based on SCADA data
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Abstract: This paper presents a generalized model for wind turbine (WT) anomaly identification based on the data collected from wind farm supervisory control and data acquisition (SCADA) system. Neural networks (NNs) are used to establish prediction models of the WT condition parameters that are dependent on environmental conditions such as ambient temperature and wind speed. Input parameters of the prediction models are selected based on the domain knowledge. Three types of sample data, namely the WT’s current SCADA data, the WT’s historical SCADA data, and other similar WTs’ current SCADA data, are used to train the condition parameter prediction models. Prediction accuracy of the models trained by these sample data is compared and discussed in the paper. Mean absolute error (MAE) index is used to select the prediction models trained by historical and other similar WTs’ current SCADA data. Abnormal level index (ALI) is defined to quantify the abnormal level of prediction error of each selected model. To improve the accuracy of anomaly identification, a fuzzy synthetic evaluation method is used to integrate the identification results obtained from the different selected models. The proposed method has been used for real 1.5 MW WTs with doubly fed induction generators. The results show that the proposed method is more effective in WT anomaly identification than traditional methods.
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1. Introduction

Wind energy is considered one of the most promising alternatives to traditional electric power and energy development [1]. Rapid developments of wind energy in recent years have drawn attention to issues on operation and maintenance (O&M) of wind farms [2-4]. The O&M costs of wind turbines (WTs) account for approximately 25% to 30% of the overall energy generation cost [5]. Various condition monitoring and fault diagnosis approaches of WTs, such as vibration analysis [6], acoustic analysis [7], lubrication analysis [8], and strain measurement [9], have been proposed to reduce unscheduled downtime as well as O&M costs.

However, most of these approaches have not been widely used in wind farms because of the limitations with data storage capacities and high cost of installing additional equipment or sensors for condition monitoring systems of WTs. As one of the most important parts of the WT condition monitoring systems, the supervisory control and data acquisition (SCADA) system of a wind farm can provide a large amount of measurements such as the temperatures (e.g., bearing temperature, oil temperature), wind parameters (e.g., wind speed, wind direction), and energy conversion parameters (e.g., output power, pitch angle, rotor speed), which are widely used by wind farm operators to monitor the health condition of WTs. The SCADA data have attracted considerable research interest for being used in wind speed and wind power forecasting [10-13], power production assessment [14-17], and WT wake effect modeling [18-20]. Furthermore, the SCADA system records comprehensive WT condition parameters that could be fault informative [21,22]. Hence, detection of WT faults based on the SCADA data is a cost-effective approach to improving the reliability of WTs and reducing the O&M costs of wind farms.

Values of some WT condition parameters obtained from the wind farm SCADA system, such as output power, rotor speed, and component temperature, fluctuate quite significantly with the environmental conditions such as wind speed and ambient temperature. Those parameters are not appropriate to be used for WT condition monitoring and fault diagnosis directly. In order to solve this problem, various data mining and anomaly identification methods have been developed to mitigate the impacts of environmental conditions upon the real WT condition parameters [23]. The WT power curve, which could provide the relationship between power output and wind speed, is one of the most common tools in anomaly identification and performance analysis of WTs [24]. Researchers have applied different methodologies in estimating and monitoring the WT power curves based on wind farm SCADA data. In [25] three machine learning models, namely a generalized mapping regressor (GMR), a general regression neural network (GRNN) and a feed-forward multi-layer perceptron (MLP), were used to monitor the power curves of a wind farm.

It was highlighted that the abnormal conditions of the WTs can be detected by using the residuals between the predicted power and observed power. In [26,27] SCADA data mining approaches were used for modeling the WT power curve and the anomaly identification capabilities of the different models were compared. In [28] the sectorial power curves of WTs were analyzed to investigate the relationship between wind direction and the WT power production. The power curves of two small-size WTs were compared in [29] to study the impacts of the ambient turbulence conditions upon the WT performance. A comprehensive review of the existing WT power curve monitoring techniques can be found in [30].

Modeling the normal behavior of SCADA parameters is another effective method for WT anomaly identification [31]. In comparison to the power curve monitoring technique, it could fully utilize the comprehensive operational information hidden within the SCADA system to identify anomalies in most important WT components. By using advanced SCADA data mining methods, various condition parameter prediction models have been developed to detect the significant changes in WT behavior prior to fault occurrences. In [32], the SCADA parameters were chosen to model the WT performance using multi-regime
modeling approach. It was shown that the residuals of the proposed models could effectively predict the change of operational conditions prior to fault occurrences. Different WT performance curves, such as the power curve, rotor curve, and blade pitch curve were modeled in [33] for monitoring performance of WTs. The Mahalanobis distance was calculated to identify anomalies in the performance curves. A nonlinear data-based modeling approach was proposed in [34] to detect faults in WT generator winding and gearbox bearing. The obtained thresholds for WT winding and gearbox bearing temperatures can provide an early warning of WT component faults. In [35] a nonparametric regression model was established to investigate the relationship between the WT responses and a set of weather variables for the condition monitoring of WTs. By considering the influences of varying operational conditions and the control effects, a data preprocess approach was developed in [31] to extract useful information from the raw SCADA data. It was highlighted that the value of SCADA data depends on both the WT health condition and its operational conditions. In [36] normal behavior models of various WT condition parameters were established to detect incipient anomalies in the main components of a WT. The intelligent anomaly identification systems called multi agent system (MAS) [37] and SIMAP [38] were developed using the NN based prediction models of WT condition parameters such as gearbox bearing temperature, gearbox oil temperature and generator winding temperature. In [39,40] a WT condition monitoring method was proposed by using adaptive neuron-fuzzy inference systems (ANFIS) and NN based condition parameter prediction models. It was claimed that the prediction errors coming from successfully trained models are normally distributed with a mean around zero [39]. The existing statistical anomaly identification methods are mainly based on the assumption that normal instances occur in the high probability region of a stochastic model, while abnormal conditions happen in the low probability regions [41]. Thus, the prediction error (i.e. the difference between the measured value and model output) could provide an indication of parameter behavior changes and incipient WT faults. Certain thresholds of prediction errors are usually set to identify the anomalies in WTs. Two aspects should be considered when using these anomaly identification methods. Firstly, the sensitivity of anomaly identification is affected by the accuracy of the condition parameter prediction models [26,36]. Secondly, the training samples should be for the normal condition to assure the effectiveness [32,39].

Various data-driven approaches, such as NN [42,43], support vector machine (SVM) [44], ANFIS [45], and nonlinear state estimate technique (NSET) [46] were used to establish condition parameter prediction models. In [47] three regression models, namely NN model, the full signal reconstruction (FSRC) NN model, and autoregressive NN model, were developed for WT anomaly identification and their performances were compared. It was shown that the NN based models perform better and can give an earlier alarm of the WT faults. Performance of the prediction models established by six data mining algorithms, namely NN, SVM, boosting tree algorithm (BTA), random forest, generalized additive model, and the k-nearest neighbors, have been studied in [48]. In [48,49] different algorithms were used to obtain the relevant input parameters for the predicting target parameters. A genetic algorithm (GA) method was used in [39] to select the input parameters for 45 prediction models based on 33 SCADA condition parameters. In [38] three data-mining algorithms, specifically, BTA, wrapper with best first search (WBFS), and wrapper with genetic search (WGS), were used to select the most relevant input parameters for predicting the target condition parameter.

However, little research has been done on the impact of the training samples on the effectiveness of those proposed anomaly identification methods. There are no generalized rules for selecting training samples. Publication [47] pointed out that the period of training samples should be as short as possible, since the components of a WT are subjected to wear and degradation from the very beginning. The operational SCADA data collected in several weeks or several months were generally used to train the prediction models [32,36,47]. Yet, it is difficult to ensure that the training samples are under the normal condition. The accuracy and the effectiveness of anomaly identification may decrease when the training samples contain abnormal condition data. When collecting the training samples from historical SCADA data, the prediction accuracy may be reduced by wear and degradation of WT components. In addition, because significant differences may exist in the values of condition parameters for different WTs in a wind farm, the accuracy of prediction models trained by the sample data obtained on other WTs needs further investigation.

The motivation of the present paper lies in the identification of WT anomalies based on wind farm SCADA data. In this study, different WT condition parameter prediction models and a fuzzy theory method are integrated together to develop a generalized model for WT anomaly identification. The development of prediction models of rotor speed, output power, and component temperature is given in the paper. The WT’s current SCADA data, the WT’s historical SCADA data and other similar WTs’ current SCADA data are used to train the prediction models respectively and their performances are compared. The prediction models trained by different types of sample data are screened and selected by their performance of prediction accuracy. A new index called abnormal level index (ALI) is proposed to qualify the abnormal level of a WT condition parameter based its corresponding prediction model. Finally, a fuzzy synthetic evaluation method is utilized to integrate the anomaly identification result of each prediction model to detect anomalies in WTs. In comparison with the previous studies, the novelty of the paper can be summarized into two aspects:

**Multiple prediction model integration:** Instead of using a single prediction model, multiple prediction models trained by different types of sample data are integrated to detect the anomalies in WT condition parameters. The proposed method has demonstrated to be more effective in WT anomaly identification than the traditional single-model-based method.

**Abnormal level quantification:** Instead of setting a threshold for the prediction error, an innovative index called ALI is proposed to quantify the abnormal level of the WT condition parameters. Compared with the traditional threshold based method, the ALI based method can accurately identify the WT anomalies with less misdiagnosis.

The remainder of the paper is organized as follows: The SCADA data that can be used for WT anomaly identification are
discussed and grouped in Section 2. Section 3 proposes the methodology for developing the generalized model. The condition parameter prediction models are developed and their performance is discussed in Section 4. Prediction models selection is illustrated in Section 5. Quantification of abnormal level of prediction errors is given in Section 6. The fuzzy synthetic evaluation method is presented in Section 7. Two cases are investigated to validate the proposed method in Section 8. The conclusion is drawn in Section 9.

2. Parameter description and classification

Table 1 shows typical condition parameters measured and delivered by the SCADA system of a wind farm. The positions of corresponding sensors are shown in Fig. 1. These condition parameters can be grouped into two types:

<table>
<thead>
<tr>
<th>No.</th>
<th>WT condition parameters</th>
<th>Unit</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Temp. of gearbox input shaft</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Temp. of gearbox output shaft</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Temp. of gearbox oil</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>Temp. of gearbox cooling water</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>Temp. of main bearing a (on the rotor side)</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>Temp. of main bearing b (on the gearbox side)</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>Temp. of generator winding ph.1 (U)</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>Temp. of generator winding ph.2 (V)</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>Temp. of generator winding ph.3 (W)</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>Temp. of generator bearing a (front)</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>Temp. of generator bearing b (back)</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>12</td>
<td>Temp. of generator cooling air</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>13</td>
<td>Temp. of control cabinet</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>14</td>
<td>Temp. of converter controller</td>
<td>°C</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>Output power</td>
<td>kW</td>
<td>1</td>
</tr>
<tr>
<td>16</td>
<td>Rotor speed</td>
<td>rpm</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>Yaw angle error</td>
<td>°</td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>Pitch angle error</td>
<td>°</td>
<td>2</td>
</tr>
<tr>
<td>19</td>
<td>Hydraulic oil pressure for yaw</td>
<td>bar</td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>Hydraulic oil pressure for rotor brake</td>
<td>bar</td>
<td>2</td>
</tr>
</tbody>
</table>

Fig. 1. The main components and sensor positions of the considered WT.

Type 1: Type 1 parameters include various component temperatures, WT output power and rotor speed, which are strongly influenced by environmental conditions. For example, the relationship between the gearbox input shaft temperature of a variable speed constant-frequency (VSCF) WT and the wind speed is shown in Fig. 2. For the VSCF WT, when the wind speed is below its rated speed, a faster rotational speed due to a higher wind speed will evidently raise the temperature of the mechanical components. When the wind speed is over the rated wind speed, the WT will be kept at its rated output power by variable pitch control and the component temperatures will be less affected by the wind speed. Fig. 3 shows the relationship between the gearbox input shaft temperature and the ambient temperature. The heat dissipation of mechanical components of a WT is also affected by the ambient temperature. At a lower ambient temperature, the heat dissipation is faster and the component temperatures can vary in a larger range. Conversely, at a higher temperature, the component temperature tolerable variation range is smaller with slower heat dissipation. For the parameters of output power and rotor speed, the wind speed is the most influential factor and wind farm operators usually use a power curve to estimate the power generated by a WT at different wind speeds.
Type 2: Type 2 parameters include yaw angle error, pitch angle error and hydraulic oil pressure. Yaw angle error is the angle between the wind and the nacelle position. Pitch angle error represents the pitch angle that deviates from the set point. Type 2 condition parameters do not have an obvious relationship with environmental conditions. Since the anomaly identification for condition parameters of Type 2 can be easily done by setting certain threshold values, only the WT anomaly identification based on condition parameters of Type 1 will be discussed.

![Fig. 2](image1.png)

**Fig. 2.** Relationship between the gearbox input shaft temperature of a VSCF WT and the wind speed.

![Fig. 3](image2.png)

**Fig. 3.** Relationship between the gearbox input shaft temperature of a VSCF WT and the ambient temperature.

The SCADA data used in this paper are obtained from an onshore wind farm in Northern China. The wind farm has 34 1.5 MW WTs with doubly fed induction generators (DFIG), labeled WT 1 to WT 34. All the WTs are the same type in the wind farm. The SCADA data have been collected since February 15, 2011. The mean values of the parameters are used to reduce the stochastic effects. The sampling rate of the SCADA system is one sample per second, i.e. 1 S/s.

3. **Framework of the generalized model**

Fig. 4 shows the framework of developing the generalized model for WT anomaly identification based on SCADA data. The generalized model consists of 16 condition parameter prediction models for WT condition parameters of Type 1. The framework has the following four parts:

![Fig. 4](image3.png)

**Fig. 4.** Schematic of generalized model for WT anomaly identification.
Part 1 (Prediction model development): WT condition parameter prediction models are developed for those environmentally sensitive SCADA parameters. The input parameters and the training algorithm are determined at this stage. The prediction performance of the models established by four different training algorithms is analyzed. The accuracy of the models trained by different types of sample data is compared as well.

Part 2 (Prediction model selection): The models trained by different types of sample data are screened and selected according to their performance of prediction accuracy. In order to increase the selection efficiency, WT classification and sample similarity calculation are performed based on the distributions of target condition parameters.

Part 3 (Abnormal condition level quantification): Prediction error distribution for each type of condition parameter prediction models based on the corresponding SCADA data is investigated. Abnormal level index (ALI) is proposed to quantify the abnormal level of each condition parameter.

Part 4 (Fuzzy synthetic evaluation): The anomaly identification results obtained by individual prediction models are integrated based on fuzzy synthetic evaluation to detect anomalies in each WT condition parameter.

4. Prediction model development

Generally, the current SCADA data collected in several weeks or several months were used to develop the condition parameter prediction models [32, 36, 47]. However, the current SCADA data used for training the prediction models may be impacted by the WT problems that already existed before and it is difficult to ensure that all the current data are under the normal condition. The accuracy and the effectiveness of anomaly identification may decrease when the training samples contain abnormal condition data. Hence, it is necessary to develop multiple prediction models trained by different types of samples such as the historical SCADA data and the SCADA data obtained from other WTs in the wind farm.

To develop the prediction models based on condition parameters of Type 1, the following three factors should be carefully considered: 1) input parameters, 2) sample data, and 3) training algorithm. The input parameters to each model are determined based on domain knowledge. NNs are used to establish the prediction models for environmentally sensitive SCADA parameters (i.e. Type 1 parameters). The performance of the prediction models trained by different types of sample data is compared.

4.1 Input parameters

The selection of input parameters is a premise in simplifying models and ensuring prediction accuracy. It requires a physical understanding of energy conversion of WTs with DFIGs. The input parameters of different types of condition parameter prediction models are shown in Table 2. The prediction models have two operating modes: normal mode and power limitation mode.

<table>
<thead>
<tr>
<th>Target condition parameters</th>
<th>Input parameters (SCADA data)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal mode</td>
</tr>
<tr>
<td>Output power (t)</td>
<td>Wind speed (t); yaw angle error (t); pitch angle (t)</td>
</tr>
<tr>
<td>Rotor speed (t)</td>
<td>Wind speed (t); yaw angle error (t); pitch angle (t)</td>
</tr>
<tr>
<td>Component temperatures (t)</td>
<td>Wind speed (t); output power (t); ambient temperature (t); component temperatures (t-1)</td>
</tr>
<tr>
<td></td>
<td>Power limitation mode</td>
</tr>
<tr>
<td></td>
<td>Wind speed (t); yaw angle error (t); pitch angle (t)</td>
</tr>
<tr>
<td></td>
<td>Output power (t); ambient temperature (t); component temperatures (t-1)</td>
</tr>
</tbody>
</table>

1) Normal Mode: Normal mode denotes the situation when the WTs are working in the operating region where the wind speed is lower than the rated value. In the normal mode, a fixed pitch is usually applied at the VSCF WT and the generator torque control is used to maximize the captured power from the wind [50-51]. In the normal mode, the wind speed, yaw error, and the pitch angle are selected as the input parameters to improve the accuracy of the models of output power and rotor speed. The component temperatures depend on the wind speed, the ambient temperature, the WT’s output power and the previous component temperatures.

2) Power Limitation Mode: Power limitation mode denotes the situation when the WTs are working in the operating region where the wind speed is above the rated value. In the power limitation mode, the pitch control system can keep the output power and the rotor speed at their rated values through changing the blade pitch angle about their longitudinal axis [51]. Hence, in the power limitation mode, when the wind speed exceeds its rated value (i.e. 12 m/s for the studied WTs), the increase of wind speed does not necessarily lead to continuous rise of component temperatures. Therefore, the wind speed is not selected as an input parameter to the prediction models of component temperatures in the power limitation mode.
4.2 Data sampling and data pre-processing

The following three types of training sample data are used for the condition parameter prediction models:

1) WT’s Current SCADA Data: The WT’s current SCADA data were collected in the last 60 days (i.e. two months).

2) WT’s Historical SCADA Data: The WT’s historical SCADA data were collected during the same period of time in the previous year.

3) Other Similar WTs’ Current SCADA Data: Other similar WTs’ current SCADA data were collected in the last 60 days. The similar WTs denote the other WTs in the studied wind farm that have the same type with the target WT.

The testing sample which is used to obtain the prediction error distribution is extracted from the WT’s current SCADA data during the most recent two months. To ensure the adequacy of data in analyzing the prediction error, the training/testing data sample ratio is set to 6/4.

When the wind speed varies within its low value region, it may cause frequent WT startup or shutdown. Thus, the data collected during these periods of time have different stochastic characteristics and should be filtered out. To solve this problem, a lower limit of output power is set at 100 kW for the 1.5MW WTs for sample data selection [52]. In other words, only the data when the output power is greater than 100 kW are used to train the NNs. Furthermore, during certain instances in the operation of a WT, the output power can be curtailed by adjusting the blade pitch angle. This reduction in output power for a particular wind speed is due to change in control by the pitch regulation module and is not related to a degraded condition of the WT [32]. Moreover, the prediction models could not provide an accurate prediction since few SCADA data for this situation can be collected during a period of two months. Consequently, the data instances in which output power is being curtailed are filtered out. Averaging, scaling, and missing data processing are performed before training the NNs. For the component temperature parameters, the average values of 10 min sample data are used. For the output power and the rotor speed which have a shorter time constant, the average values of the sample data in 1 min are used.

4.3 Training algorithm

Back-propagation NN (BPNN), a widely used NN for prediction, is applied in this study for prediction of WT condition parameters. The transfer function used in the hidden layer is tan-sigmoid while the output layer transfer function is log-sigmoid based. In consideration of the size of the training set and the training time, the NN is chosen to have only one hidden layer and the number of neurons in the hidden layer ranges from 2 to 10. The actual number of nodes (i.e. neurons) in the hidden layer is determined by trial-and-error to find the right number at which the NN has the best generalization performance. It’s worth noting that the number of hidden nodes of the BPNN model varies for each condition parameter of every WT. The relationship between the BPNN prediction performances of four condition parameters (i.e. gearbox input shaft temperature, generator bearing a temperature, generator winding ph.1 temperature and main bearing temperature) of a WT and the number of nodes (i.e. neurons) are taken as an example, as shown in Fig 5. Based on this, the optimal hidden layer node numbers of the four prediction models are chosen as 6, 10, 7, and 6 respectively.

![Fig. 5. The BPNN performances over the numbers of hidden nodes.](image-url)
Based on the above chosen hidden node numbers, the BPNN model is trained and tested for 10 times with random weight initializations. Fig. 6 shows the BPNN prediction performances of the four condition parameters over the number of runs. It can be seen that the performance of the BPNN models varies with the different runs. With the suggested number of trials, the BPNN model with a better performance is chosen.

Fig. 6. The BPNN performances over the number of runs.

4.4 Performance analysis

After the BPNN models are selected according to Section 4.3, metrics such as mean absolute error (MAE), mean squared error (MSE), and mean absolute percentage error (MAPE) are used to analyze the performance of the condition parameter prediction models, as shown in (1)-(3).

\[
MAE = \frac{1}{n} \sum_{i=1}^{n} |\hat{y}_i - y_i| \quad \text{(1)}
\]

\[
MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{y}_i - y_i)^2 \quad \text{(2)}
\]

\[
MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{\hat{y}_i - y_i}{y_i} \right| \times 100\% \quad \text{(3)}
\]

where \( n \) is the number of test samples, \( \hat{y}_i \) is the predicted value for a time period \( i \), and \( y_i \) is the measured value at the same time.

Firstly, the selection of input parameters is verified. The 16 condition parameter prediction models are trained and tested by using the current SCADA data of WT 9. Fig. 7 shows the boxplot of the 16 condition parameters of the sample data. The median, 25th and 75th percentiles are shown with boxes, while the maximum, minimum and outliers are shown with whiskers and crosses, respectively. Table 3 shows the prediction performance of temperature condition parameters of a WT when the current SCADA sample data is used. Although the prediction accuracy of each component temperature is different, the maximum of MAE is lower than 1 °C. Table 4 shows the prediction performance of output power and rotor speed of a WT when the current SCADA sample data is used. As shown in the table, compared with the prediction models only with wind speed as the input parameter, the proposed prediction models have much higher prediction accuracy.
Then, the prediction accuracy of the prediction models trained by the aforementioned three types of sample data is compared. The temperature of generator bearing a (front) of WT 17 in the wind farm is taken as an example. The distributions of the three types of sample data are compared using boxplot. Fig. 8 shows the boxplot of wind speed, ambient temperature and generator
bearing \( a \) (front) temperature of the current SCADA sample data and historical SCADA sample data of WT 17, which shows a similar distribution. Fig. 9 shows the boxplot of generator bearing \( a \) (front) temperature of WT 14-WT 23 as an example. It is clear that there are significant differences among the sample distributions of the 10 WTs.

![Image](image_url)

**Fig. 8.** Boxplot of the current SCADA sample data and historical SCADA sample data of WT 17.

![Image](image_url)

**Fig. 9.** Boxplot of generator bearing \( a \) (front) temperatures of 10 WTs.

Table 5 shows the prediction accuracy of the prediction models for generator bearing \( a \) (front) temperature of WT 17 trained by the three types of sample data. The prediction model trained by the current SCADA sample data of the WT has the highest accuracy. The accuracy of model trained by historical sample data is obvious lower, which may be caused by the wear and degradation of components. The performance of the four models trained by the current SCADA data of other similar WTs (WT 15, WT 16, WT 18, and WT 19) is different. The prediction accuracy of models trained by the SCADA data of WT 15 and WT 18 is obvious lower because the distributions of the two samples are much different from that of the current data of WT 17 (Fig. 9).

<table>
<thead>
<tr>
<th>Type</th>
<th>Training sample</th>
<th>MSE (°C)</th>
<th>MAE (°C)</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Current data of WT 17</td>
<td>0.36</td>
<td>0.21</td>
<td>0.61</td>
</tr>
<tr>
<td>2</td>
<td>Historical data of WT 17</td>
<td>0.60</td>
<td>0.45</td>
<td>1.23</td>
</tr>
<tr>
<td>3</td>
<td>Current data of WT 15</td>
<td>2.51</td>
<td>2.22</td>
<td>5.76</td>
</tr>
<tr>
<td></td>
<td>Current data of WT 16</td>
<td>0.45</td>
<td>0.34</td>
<td>0.95</td>
</tr>
<tr>
<td></td>
<td>Current data of WT 18</td>
<td>2.66</td>
<td>1.26</td>
<td>3.22</td>
</tr>
<tr>
<td></td>
<td>Current data of WT 19</td>
<td>0.43</td>
<td>0.31</td>
<td>0.88</td>
</tr>
</tbody>
</table>

The sample similarity degree (SSD) is defined to quantify the degree of similarity between the distributions of the target condition parameters of two WTs. The time series of the target condition parameter of two WTs are obtained for the period which the training sample data belongs to. The normalized correlation coefficient (NCC) is used to calculate the SSD.

\[
SSD = \frac{\sum_{n=1}^{N} h_1(n) \cdot h_2(n)}{\sqrt{\left( \sum_{n=1}^{N} h_1^2(n) \right) \cdot \left( \sum_{n=1}^{N} h_2^2(n) \right)}}
\]  

(4)

where SSD is the sample similarity degree; \( h_1 \) and \( h_2 \) are the histograms of target condition parameters of two WTs, and \( N \) is the number of bins of the histogram. The values of SSD is between 0 and 1, with a bigger value indicating a high level of similarity.
between the two histograms.

The relationship between the SSD and the MAE of prediction models trained by the other similar WTs’ SCADA data is studied in this paper. The prediction models of generator bearing a (front) temperature of the 3 target WTs (i.e. WT 21, WT 22, WT 23) are developed by using the current data of nine similar WTs’ SCADA data (i.e. WT 12 to WT 20). The SSD between the histograms of generator bearing a (front) temperature of the three target WTs and the nine similar WTs are calculated according to (4). Fig. 10 shows the histograms of prediction error of prediction models for generator bearing a (front) temperature of WT 21 trained by the nine similar WTs’ SCADA data. The relationship between the SSD and the MAE of prediction models for generator bearing a (front) temperature of the 3 target WTs trained by the nine similar WTs’ SCADA data is obtained, as shown in Fig. 11. It can be seen that the MAE will decrease as the SSD increases.
5. Prediction model selection

Prediction model selection is necessary because the models’ ability in WT anomaly identification has a close relationship with the prediction accuracy. In this research, the prediction model selection method is proposed to select the condition parameter prediction models trained by the WT’s historical SCADA data and the other similar WTs’ SCADA data. MAE is used to select the prediction models trained by the WT’s historical SCADA data. A fast selection method is proposed to increase the selection efficiency for prediction models trained by the other similar WTs’ current SCADA data. The MAE of each model with its corresponding sample data is calculated. For the prediction models trained by the WT’s historical SCADA data, if the MAE satisfies the following criterion, the corresponding model is selected.

\[
\text{MAE}_i \leq \lambda \text{MAE}_{ref}
\]  

(5)

where \(\text{MAE}_i\) is the MAE of \(i\)th prediction model trained by the WT’s historical SCADA data and the other similar WTs’ current SCADA data, \(\text{MAE}_{ref}\) is the MAE of the prediction model trained by the WT’s current SCADA data, and \(\lambda\) is the weighting factor.

| No. | Condition parameters | \(\text{MAE}_{ref}\) of the prediction models trained by the current data of the 3 target WTs | The average percentage of invalid predictions (%) |
|-----|----------------------|--------------------------------------------------------------------------------|
| 1   | Temp. of gearbox input shaft | 0.44°C 0.52°C 0.58°C | \(\lambda = 1\) 0.46 0.96 5.01 5.99 |
| 2   | Temp. of gearbox output shaft | 0.20°C 0.26°C 0.30°C | \(\lambda = 2\) 0.23 0.81 2.96 3.9 |
| 3   | Temp. of gearbox oil | 0.51°C 0.68°C 0.68°C | \(\lambda = 3\) 0 0.57 3.07 3.07 |
| 4   | Temp. of gearbox cooling water | 0.69°C 0.66°C 0.77°C | \(\lambda = 4\) 0.93 1.73 5.03 6.2 |
| 5   | Temp. of main bearing a (on the rotor side front) | 0.11°C 0.11°C 0.12°C | \(\lambda = 1\) 0.53 0.76 2.32 3.25 |
| 6   | Temp. of main bearing b (on the gearbox side back) | 0.13°C 0.17°C 0.19°C | \(\lambda = 2\) 0.46 0.98 1.67 1.67 |
| 7   | Temp. of generator winding ph.1 | 0.68°C 0.53°C 0.42°C | \(\lambda = 3\) 0.69 1.03 5.66 5.66 |
| 8   | Temp. of generator winding ph.2 | 0.72°C 0.64°C 0.45°C | \(\lambda = 4\) 0.83 1.38 4.51 4.51 |
| 9   | Temp. of generator winding ph.3 | 0.66°C 0.59°C 0.51°C | \(\lambda = 1\) 0.69 1.36 4.32 4.97 |
| 10  | Temp. of generator bearing a (front) | 0.19°C 0.21°C 0.19°C | \(\lambda = 2\) 0.87 1.18 4.85 6.93 |
| 11  | Temp. of generator bearing b (back) | 0.28°C 0.31°C 0.35°C | \(\lambda = 3\) 0.93 1.67 3.19 3.81 |
| 12  | Temp. of generator cooling air | 0.63°C 0.47°C 0.52°C | \(\lambda = 4\) 1.39 1.62 3.22 5.33 |
| 13  | Temp. of control cabinet | 0.14°C 0.14°C 0.16°C | \(\lambda = 1\) 1.04 1.83 1.83 1.83 |
| 14  | Temp. of converter controller | 0.37°C 0.45°C 0.49°C | \(\lambda = 2\) 0.93 1.32 5.77 7.3 |
| 15  | Output power | 31.09kW 37.25kW 34.63kW | \(\lambda = 3\) 0.69 1.25 3.91 6.29 |
| 16  | Rotor speed | 0.32rpm 0.44rpm 0.48rpm | \(\lambda = 4\) 1.16 1.76 4.98 4.98 |

The SCADA data of 15 random selected WTs are used to select the \(\lambda\) value in (5) among some candidate values (i.e. 1, 2, 3, and 4). Two months of SCADA data from August 1, 2012 to September 30, 2012 are collected when the WTs are under healthy condition, which are used as the current sample data. Three of the 15 WTs are selected as the target WTs and a total of 16 prediction models, such as the model trained by the current sample data, the model trained by the historical sample data, and 14 models trained by the other similar WT’s current sample data, are developed for each condition parameter of a target WT. The prediction error probability distributions and the MAE of each prediction model are obtained by using the test data extracted from the target WT’s current SCADA data. The prediction models trained by the historical data and the other similar WTs’ data are selected based on (5).

The selected models are used to predict the 16 condition parameters of the 3 target WTs on October 1, 2012 (the 3 target WTs are healthy on that day). Based on the prediction error probability distributions obtained before, if the prediction error is not within its 97.5% confidence interval, the prediction is considered invalid. These invalid predictions may cause the misdiagnosis of WT anomalies according to the principle of the statistical anomaly detection techniques [41]. Table 6 shows the average percentage of invalid predictions of the prediction models that are selected over different \(\lambda\) values. The percentage of invalid predictions is very low when \(\lambda\) is 1, but few prediction models trained by the historical SCADA data and the other similar WT’s current SCADA data can be selected according to (5). When \(\lambda\) is 2, the maximum of the average percentage of invalid predictions is lower than 2%. However, when \(\lambda\) is 3 and 4, the percentage of invalid prediction increase significantly for the majority of the condition parameters. Therefore, in order to have less invalid predictions, \(\lambda\) is chosen as 2 in this study.

A wind farm usually has dozens to hundreds of WTs. When selecting prediction models trained by other similar WTs’ current SCADA data, it is difficult to perform the model selection on each condition parameter of each WT by using (5) directly. It is necessary to improve the selection efficiency. According to the discussion in Section 4, the prediction accuracy of the models trained by the sample data whose distributions of the target condition parameter are obvious different from that of the target WT is much lower. These models with bad performance can be directly removed. Based on this rule, the flowchart of selection method for the condition parameter prediction models of a target WT trained by other similar WTs’ current SCADA data is established, shown in Fig. 12. The procedure can be summarized into the three steps as follows:
5.1 WT classification

The WT classification aims to find the WTs whose sample distribution of the condition parameter is obviously different from that of the target WT. The time series of the target condition parameter are obtained for all the WTs during the period which the training sample data belongs to. The mean and variance of the condition parameters are calculated and a $k$-means clustering method, which is one of the most widely used unsupervised learning algorithms to solve the clustering problem, is used to group the WTs. Figs. 13 and 14 show two examples of the boxplots and the classification results of two condition parameters (i.e. generator bearing $a$ (front) temperature and main bearing $b$ (on the rotor side) temperature) of the 34 WTs in the studied wind farm. It can be seen that the sample distribution of the target condition parameter in the same group is similar.

Fig. 12. Flowchart of the selection method for the prediction models trained by other similar WTs’ current SCADA data.

Fig. 13. The WT classification results for generator bearing $a$ (front) temperature of 34 WTs in the studied wind farm.
5.2 Sample similarity calculation

In each group, the histograms of each time series of target condition parameter are obtained. The SSD between each histogram is calculated according to (4).

5.3 MAE calculation and prediction models selection

For a target condition parameter of one certain WT $i$, the prediction model trained by the WT’s current SCADA data is established and the MAE$_{ref}$ is obtained. The selection is only performed on the prediction models trained by the current SCADA of the other WTs which are in the same group with WT $i$. Following the SSD decreasing order, the MAE of the models trained by these similar WTs’ current SCADA data is obtained and used to select the prediction models. If the MAE satisfies (4), the corresponding model is selected.

6. Abnormal level quantification

Parzen estimation, a commonly used nonparametric estimation method, is used to describe the prediction error distributions of condition parameters. Probability density functions (PDFs) of the parameter values can be expressed as follows [53]:

\[
P(x) = \frac{1}{hn} \sum_{i=1}^{n} K\left(\frac{x - x_i}{h}\right)
\]

where $\{x_1, ..., x_n\}$ is a series of sample data, $K$ is the kernel function, and $h$ is the window width. The Gaussian kernel is used and the approximate mean integrated square error (AMISE) based approach is applied to obtain the optimal window width [54].

Fig. 14. The WT classification results for main bearing $a$ (on the rotor side) temperature of 34 WTs in the studied wind farm.

Fig. 15. Normalized histogram and two PDFs of prediction error for prediction models in Table 5.
The normalized histogram and Parzen estimation based PDF of prediction error for the prediction models in Table 5 trained by the WT’s current SCADA data, the WT’s historical SCADA data and the other similar WTs’ current SCADA data (WT 16 and WT 19) are given as an example, as shown in Fig. 15. In the previous studies, the normal distribution based PDF is generally used to describe the prediction error distributions of WT condition parameters [39, 40, 52]. The normal distribution PDF is also shown in Fig. 15 for comparison to the Parzen based PDF. It is obvious that the prediction error distribution of model trained by historical sample data cannot be considered as normally distributed. Parzen estimation based PDF is more suitable than normal distribution based PDF for the description of prediction error distributions of condition parameters.

Abnormal level index (ALI) is defined to quantify the abnormal level of prediction errors. The calculation of the ALI is based on the principle that normal (no-fault) data occur in high-probability regions and abnormal conditions occur in low-probability regions. The prediction errors are divided into three regions according to the quantile 0.025, 0.25, 0.75 and 0.975, as shown in Fig. 16. A fixed-size moving time window, which contains the data in 24h, is applied to obtain the error residual series. The moving step of the time window is set to be 2h and it can be adjusted if required. ALI is calculated as follows:

\[
ALI = 1 - \frac{N_k C_k}{\sum N_k C_k}
\]  

where \(N_k\) is the number of data in the \(k\)th probability region and \(C_k\) (\(k=1, 2, 3\)) is the corresponding penalty factor, which is set to be \(\{1, 3, 5\}\), respectively. ALI has a value in the range between 0 to 1, with a bigger value indicating a higher level of abnormal condition.

7. Fuzzy synthetic evaluation

Although each prediction model can be used for anomaly identification, the sensitivity and the accuracy is different due to the training sample data. The fuzzy synthetic evaluation, which has been widely used for fuzzy-based decision making [55-57], is employed in this research to integrate the results of each outcome of the anomaly identification. Fig 17 shows the flowchart of the general synthetic evaluation, which primarily consists of the weight matrix calculation of the different layer indices, fuzzy membership functions, assessment grades, fuzzy matrix calculations and defuzzification.

![Fig. 16. Three regions of prediction error.](image)

![Fig. 17. Flowchart of the general fuzzy synthetic evaluation method.](image)
The index in the index layer is the ALI obtained from each prediction model. The distinct assessment grades are defined as \( L = \{l_1, l_2, l_3\} = \{\text{Normal}, \text{Moderate}, \text{Abnormal}\} \).

The fuzzy assessing matrix could give the relation between the assessing parameter and assessing result; it is the key part when making a fuzzy assessment [55]. The fuzzy matrix \( V \) is established by substituting the ALIs for prediction errors of each selected prediction model into the membership functions. Fuzzy matrix can be expressed as follows:

\[
V = \begin{bmatrix}
V_1 \\
V_2 \\
\vdots \\
V_n
\end{bmatrix} = \begin{bmatrix}
v_{11} & v_{12} & v_{13} \\
v_{21} & v_{22} & v_{23} \\
\vdots & \vdots & \vdots \\
v_{n1} & v_{n2} & v_{n3}
\end{bmatrix}
\]

(8)

where \( v_j (j=1, 2, 3) \) is the membership degree.

In order to develop the membership functions of ALI, the fuzzy statistics method is utilized [58]. A total of 494 ALIs for the prediction errors of the selected prediction models are calculated by using the SCADA data collected from 9 WT fault cases, as shown in Table 7. The ALIs are discretized into 10 ranges (i.e. 0 to 0.1, 0.1 to 0.2, \cdots, 0.9 to 1). The membership degrees of the discretized ALIs related to each assessment grade then can be characterized by:

\[
F_i = \frac{N_k^{(i)}}{N_k}
\]

(9)

where \( N_k \) is the number of the ALI data in the \( k \)th ALI range and \( N_k^{(i)} \) is the number of the ALI data related to the \( i \)th assessment grade (i.e. normal, moderate and abnormal).

Table 7 The WT fault cases and the corresponding number of calculated ALIs for the prediction errors of the condition parameters

<table>
<thead>
<tr>
<th>No.</th>
<th>WT fault cases</th>
<th>Target condition parameters</th>
<th>Number of calculated ALIs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Converter fan malfunction of WT 6</td>
<td>Converter controller temperature</td>
<td>50</td>
</tr>
<tr>
<td>2</td>
<td>Over-speed of WT 9</td>
<td>Rotor speed</td>
<td>52</td>
</tr>
<tr>
<td>3</td>
<td>Gearbox output shaft overheating of WT 9</td>
<td>Gearbox output shaft temperature</td>
<td>46</td>
</tr>
<tr>
<td>4</td>
<td>Generator bearing overheating of WT 14</td>
<td>Generator bearing temperature</td>
<td>37</td>
</tr>
<tr>
<td>5</td>
<td>Carbon brush oxidation of WT 18</td>
<td>Generator bearing temperature</td>
<td>62</td>
</tr>
<tr>
<td>6</td>
<td>Gearbox input shaft overheating of WT 18</td>
<td>Gearbox output shaft temperature</td>
<td>53</td>
</tr>
<tr>
<td>7</td>
<td>Gearbox oil over-temperature of WT 20</td>
<td>Generator oil temperature</td>
<td>71</td>
</tr>
<tr>
<td>8</td>
<td>Control system fault of WT 24</td>
<td>Output power</td>
<td>74</td>
</tr>
<tr>
<td>9</td>
<td>Generator bearing overheating of WT 26</td>
<td>Generator bearing temperature</td>
<td>49</td>
</tr>
</tbody>
</table>

Table 8 shows the statistical results of the possibilities of the discrete ranges of ALI related to the three assessment grades. Based on the statistical results, the membership functions with trapezoidal and triangular shapes are used in this research, where \( s_1 = 0.4, s_2 = 0.55, s_3 = 0.7 \), as shown in Fig. 18. A linear variation of the membership values is reasonable as long as no other dependency is known. Publication [59] proposed a diagnosis method for detecting stator winding faults in induction motors based on fuzzy logic. It was shown that the combination of triangular and trapezoidal membership functions is the most appropriate for fault diagnosis in induction motors [59].

Table 8 The membership degrees of the discretized ALIs related to the three assessment grades

<table>
<thead>
<tr>
<th>No.</th>
<th>ALI range</th>
<th>Membership degrees related to the assessment grades</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Normal</td>
</tr>
<tr>
<td>1</td>
<td>0 – 0.1</td>
<td>0 (0/34)</td>
</tr>
<tr>
<td>2</td>
<td>0.1 – 0.2</td>
<td>0.98 (56/57)</td>
</tr>
<tr>
<td>3</td>
<td>0.2 – 0.3</td>
<td>0.97 (73/75)</td>
</tr>
<tr>
<td>4</td>
<td>0.3 – 0.4</td>
<td>0.98 (49/50)</td>
</tr>
<tr>
<td>5</td>
<td>0.4 – 0.5</td>
<td>0.88 (26/45)</td>
</tr>
<tr>
<td>6</td>
<td>0.5 – 0.6</td>
<td>0.1 (6/52)</td>
</tr>
<tr>
<td>7</td>
<td>0.6 – 0.7</td>
<td>0 (0/46)</td>
</tr>
<tr>
<td>8</td>
<td>0.7 – 0.8</td>
<td>0 (0/55)</td>
</tr>
<tr>
<td>9</td>
<td>0.8 – 0.9</td>
<td>0 (0/32)</td>
</tr>
<tr>
<td>10</td>
<td>0.9 – 1</td>
<td>0 (0/48)</td>
</tr>
</tbody>
</table>
With the ALI as basis, the value of membership degree related to the three condition assessment grades can be calculated as follows:

\[
v_{1i} = \begin{cases} 
1 & x_i < 0.4 \\ 
3.67 - 6.67x_i & 0.4 \leq x_i < 0.55 \\ 
0 & x_i \geq 0.55 
\end{cases}
\] (10)

\[
v_{2i} = \begin{cases} 
0 & x_i < 0.4 \text{ or } x_i \geq 0.7 \\ 
6.67x_i - 2.67 & 0.4 \leq x_i < 0.55 \\ 
4.67 - 6.67x_i & 0.55 \leq x_i < 0.7 \\ 
0 & x_i < 0.55 
\end{cases}
\] (11)

\[
v_{3i} = \begin{cases} 
6.67x_i - 3.67 & 0.55 \leq x_i < 0.7 \\ 
1 & x_i \geq 0.7 
\end{cases}
\] (12)

where \( x_i \) is the ALI for prediction error of the \( i \)th condition parameter prediction model.

The weight of each model should be related to the prediction accuracy. In this study, the \( i \)th prediction model’s weight is defined as follows:

\[
\omega_i = \left(1 - \frac{r_i}{\sum_{j=1}^{N} r_j}\right) / \sum_{j=1}^{N} \left(1 - \frac{r_j}{\sum_{j=1}^{N} r_j}\right)
\]  

\( = \left(1 - \frac{r_i}{\sum_{j=1}^{N} r_j}\right) / (N - 1) \)  

(13)

where \( r_i \) is the MAE of the \( i \)th selected prediction model and \( N \) is the number of the total selected prediction models.

Following the discussion in the previous sections, a procedure for dealing with the WT anomaly identification is established, as shown in Fig. 18. The procedure can be summarized into the following two steps:

1. **Prediction model development and ALI calculation**: The BPNN based condition parameter prediction models are trained by the WT’s current SCADA data, the WT’s historical SCADA data, and the other similar WTs’ current SCADA data, respectively. The MAE of each model is obtained with the testing sample data. The prediction models are selected according to what was discussed in Section 5. The weight \( \omega_i \) can be calculated by using (13). A fixed-size moving window, which contains the data in 24h, is used to obtain the error residuals. The ALI of each model can be calculated based on (7).

2. **Fuzzy synthetic evaluation**: According to (10)-(12), the membership degrees of each ALI for different conditions can be obtained. The membership degree of the outcome in the objective layer can be calculated as follows:

\[
B = \begin{bmatrix} b_1 & b_2 & b_3 \end{bmatrix}
\]

\[
= \begin{bmatrix} \omega_1 & \omega_2 & \cdots & \omega_N \end{bmatrix} \begin{bmatrix} v_{11} & v_{12} & v_{13} \\ v_{21} & v_{22} & v_{23} \\ \vdots & \vdots & \vdots \\ v_{n1} & v_{n2} & v_{n3} \end{bmatrix}
\]  

(14)
The maximum membership principle of the defuzzification is used. Therefore, the calculated $l_i (i = 1, 2, 3)$ corresponds to the $b_{max} = \max (b_i)$.

![Fig. 19. Flowchart of the anomaly identification method.]

8. Case study and verification

Two cases are selected to validate the proposed anomaly identification method. In case 1, the proposed method is compared with the traditional threshold method. Generally, the threshold value depends on the confidence interval of prediction error. The upper and low bounds of 97.5% and 99% confidence interval are used as the thresholds. The proposed method is compared with a single-model-based method in case 2. Finally, the statistical results are given to validate the generalization accuracy of the proposed WT anomaly identification method.

8.1 Case 1

WT 24 suffered a sudden breakdown on June 25, 2011 due to the overheating of the gearbox output shaft temperature. According to the maintenance records, this WT has been in operation for two months before the fault.

![Fig. 20. Prediction error PDF for prediction model of gearbox output shaft temperature.]

The process of anomaly identification of the gearbox output shaft temperature is given in this case study. Because the SCADA data collected since February 15, 2011 are available, the prediction model trained by historical data is not considered. According to the criteria of the prediction model selection (Section 5), only the models trained by the current SCADA data can be used. Fig. 20 shows the prediction error PDF for the prediction model of gearbox output shaft temperature. The model’s MAE with the testing sample data is 0.12 °C. The upper and low bounds of 97.5% confidence interval is ±0.6 °C. The upper and low bounds of 99% confidence interval is ±1 °C.
Fig. 21. Prediction result of gearbox output shaft temperature (WT 24) during June 18 to June 20, 2011.

Fig. 21 shows the prediction results during June 18 to June 20, 2011. According to the proposed method of pre-processing, the prediction results when output power is less than 100 kW are not included by setting the corresponding prediction errors to zero. It is noted that the prediction value is lower than the measured value in the later part of June 20. The ALI over the time interval from 0:00 am, June 20 to 24:00 pm, June 20, 2011 is calculated to be 0.91 and the membership degree of the outcome in the objective layer is [0, 0, 1]. According to the maximum membership principle, this condition parameter is considered as abnormal.

Fig. 22. Prediction error of gearbox output shaft temperature of WT 24 during May 25 to June 25, 2011.

Fig. 23. Time series of wind speed in June 4, 2011.
As seen in Fig. 21 (b), the abnormal condition can also be detected by a threshold-based method. However, the threshold-based method can also cause misdiagnosis. Fig. 22 shows the prediction error during May 25 to June 25, 2011. Misdiagnosis occurs several times when using the threshold-based method, which can be analyzed by using the data of June 4. The wind speed increased very fast in a short time on that day, as shown in Fig. 23. The wind speed variation within a 30 min interval between 5:30 am and 6:00 am on June 4, 2011, is 12.3 m/s. Fig. 24 shows the prediction error during a period of six hours, i.e., from 3:00 am to 9:00 am. The result shows that the rapid increase of wind speed is the root cause of the significant increase in the prediction error. Fig. 25 presents the distribution of wind speed variations within 30 min during the period which the training sample of the prediction model of gearbox output shaft temperature of WT 24 belongs to. It can be seen that the wind speed variations within 30 min are mostly distributed in the range of -5 m/s to 5 m/s. The wind speed variations within 30 min of WT 24 and two other similar WTs (i.e. WT 5 and WT 12) from February 15, 2011 to February 15, 2012 are shown in Fig. 26. Few wind speed variations are larger than 10 m/s in a year. The prediction models could hardly provide accurate predictions of condition parameters when the wind speed increases very fast due to the lack of training data. It is unreasonable to consider gearbox output shaft temperature abnormal by using the threshold-based method.

| Table 9 The distribution of the prediction error of gearbox output shaft temperature. |
|-----------------------------------------|-----------------|
| Three regions of prediction error       | The number of data |
| Region 1                                | 120             |
| Region 2                                | 16              |
| Region 3                                | 8               |
| ALI                                     | 0.42            |

By using the proposed method, the ALIs from May 25 to June 25, 2011 are calculated, as shown in Fig 27. The anomaly identification results for gearbox output shaft temperature of WT 24 from May 25 to June 25, 2011 are shown in Fig 28. Table 9 shows the distribution of the prediction error of gearbox output shaft temperature of WT 24 from 1:00 am, June 4 to 1:00 am, June 5, 2011. Although the prediction errors significantly increase during the period of fast change in wind speed, most of the errors are still distributed in the high-probability region (i.e. region 1). According to (7), the ALI over the time interval from 1:00 am, June 4 to 1:00 am, June 5, 2011 is calculated to be 0.42 and the condition parameter can be considered normal. Therefore, the proposed method is more effective than the traditional threshold method.
Fig. 25. The distribution of wind speed variation within 30 min during the period which the training sample data belongs to.

Fig. 26. The distribution of wind speed variation within 30 min of 3 WT in the studied wind farm from February 15, 2011 to February 15, 2012.

Fig. 27. The ALIs of prediction error of gearbox output shaft temperature of WT 24 from May 25 to June 25, 2011.
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Fig. 28. The anomaly identification results for gearbox output shaft temperature of WT 24 from May 25 to June 25, 2011.

8.2 Case 2

WT 22 suffered a sudden breakdown on June 11, 2012 due to the severe oxidation of its carbon brush.

The process of anomaly identification of the temperature of generator bearing a (front) is given in this case study. According to the prediction model selection result, four prediction models, including the model trained by the current SCADA data of the WT, the model trained by the historical data of the WT, the model trained by the SCADA data of WT 20 (a similar WT), and the model trained by the SCADA data of WT 25 (another similar WT), can be used to predict the temperature of generator bearing a (front). The prediction performance of the four prediction models is shown in Table 10. The prediction error PDFs for the prediction models in Table 10 are shown in Fig. 29.

<table>
<thead>
<tr>
<th>Model</th>
<th>Training sample</th>
<th>MSE (°C)</th>
<th>MAE (°C)</th>
<th>MAPE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Current data of WT 22</td>
<td>0.41</td>
<td>0.17</td>
<td>0.43</td>
</tr>
<tr>
<td>2</td>
<td>Historical data of WT 22</td>
<td>0.41</td>
<td>0.18</td>
<td>0.47</td>
</tr>
<tr>
<td>3</td>
<td>Current data of WT 20</td>
<td>0.50</td>
<td>0.29</td>
<td>0.71</td>
</tr>
<tr>
<td>4</td>
<td>Current data of WT 25</td>
<td>0.53</td>
<td>0.33</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Fig. 29. Prediction error PDFs for prediction models in Table 10.
The prediction error profiles between June 7 and June 10, 2012 are shown in Fig. 29. The anomalies can be observed from the prediction result of each model. It can be seen from Fig. 30 that Model 1 is less effective in detecting abnormal conditions. The reason may be that the current SCADA data (in the previous 60 days before June 11) used for training Model 1 have been impacted by the problem that existed before and caused the breakdown of the WT on June 11, 2012.

The three regions of prediction error are divided according to Fig. 16. The statistics distributions of prediction error for the four models are obtained. The ALI of each model over the time interval from 18:00 pm, June 9, 2012 to 18:00 pm, June 10, 2012 is calculated according to (7), as shown in Table 11. The membership degree in the index layer can be calculated by (10)-(12) and the fuzzy matrix is obtained as follows:

\[
V = \begin{bmatrix}
0 & 0.87 & 0.13 \\
0 & 0 & 1 \\
0 & 0 & 1 \\
0 & 0 & 1 \\
\end{bmatrix}
\]

According to (13), the model’s weight factors are \{0.28, 0.27, 0.23, 0.22\}. The membership degrees in the objective layer are obtained by using (14), which is \{0, 0.24, 0.76\}. According to the maximum membership principle, this condition of the WT is considered abnormal. However, when only the model trained by the current SCADA data (i.e. Model 1) is used, the identification result would be “Moderate”. Therefore, the proposed method by combing the results of different models is more accurate than a single-model-based method.

### Table 11 ALI of four prediction models

<table>
<thead>
<tr>
<th>Anomaly indices</th>
<th>Identification</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantile</td>
<td></td>
<td>-0.48</td>
<td>-0.48</td>
<td>-0.75</td>
<td>-0.87</td>
</tr>
<tr>
<td>Q</td>
<td>0.025</td>
<td>-0.11</td>
<td>-0.13</td>
<td>-0.35</td>
<td>-0.48</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.12</td>
<td>0.13</td>
<td>-0.07</td>
<td>-0.17</td>
</tr>
<tr>
<td></td>
<td>0.75</td>
<td>0.49</td>
<td>0.47</td>
<td>0.36</td>
<td>0.24</td>
</tr>
<tr>
<td>Statistics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>distribution</td>
<td>Region 1</td>
<td>110</td>
<td>80</td>
<td>25</td>
<td>23</td>
</tr>
<tr>
<td></td>
<td>Region 2</td>
<td>12</td>
<td>31</td>
<td>76</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>Region 3</td>
<td>22</td>
<td>33</td>
<td>43</td>
<td>40</td>
</tr>
<tr>
<td>ALI</td>
<td>0.57</td>
<td>0.76</td>
<td>0.95</td>
<td>0.95</td>
<td></td>
</tr>
</tbody>
</table>
The anomaly identification procedure is then implemented to further validate the proposed method, and the results are shown in Table 12. The total accuracy of the proposed anomaly identification method is 93.25%, which demonstrates that the effectiveness of the anomaly identification method.

<table>
<thead>
<tr>
<th>Table 12 Anomaly identification results of WTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical results</td>
</tr>
<tr>
<td>----------------------</td>
</tr>
<tr>
<td>Number of sample groups</td>
</tr>
<tr>
<td>Correct identification results</td>
</tr>
<tr>
<td>Accuracy (%)</td>
</tr>
<tr>
<td>Total accuracy (%)</td>
</tr>
</tbody>
</table>

8.3 Expanded cases for Verification

Another 128 groups of anomaly identification samples (each group contains the SCADA data in 24h) are selected from 14 WT fault cases. The anomaly identification procedure is then implemented to further validate the proposed method, and the results are shown in Table 12. The total accuracy of the proposed anomaly identification method is 93.25%, which demonstrates that the effectiveness of the anomaly identification method.

9. Conclusions

A generalized model for anomaly identification of a WT based on rotor speed, output power, and component temperature was presented in this paper. Different WT condition parameter prediction models have been developed and trained by three types of data, namely the current SCADA data of the WT, its historical SCADA data and other similar WTs’ current SCADA data. The prediction performance of the three types of models has been compared. The prediction model trained by the current SCADA data has the highest accuracy while the accuracy of the models trained by historical sample data is lower. The accuracy of the models trained by the other similar WTs’ current SCADA data varies depending on the training sample distributions. The WT condition parameter prediction models trained by different types of sample data are selected by their performance of prediction accuracy.

A new index called ALI is proposed to quantify the abnormal level of WT condition. Fuzzy synthetic evaluation is used to integrate the results obtained from the selected WT condition parameter prediction models. Two case studies for an onshore wind farm in Northern China have been carried out and analyzed. The results show that the proposed method is more effective in anomaly identification of WTs than traditional methods such as a threshold based method and a single-model-based method.
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