One-Class Support Tensor Machine

Yanyan Chen\textsuperscript{1,2}, Kuaini Wang\textsuperscript{3}, Ping Zhong \textsuperscript{*}\textsuperscript{1}

\textsuperscript{1} College of Science, China Agricultural University, Beijing, 100083, China
\textsuperscript{2} College of Applied Science and Technology, Beijing Union University, Beijing 102200, China
\textsuperscript{3} College of Science, Xi’an Shiyou University, Xi’an 710065, China

Abstract In fault diagnosis, face recognition, network anomaly detection, text classification and many other fields, we often encounter one-class classification problems. The traditional vector-based one-class classification algorithms represented by one-class Support Vector Machine (OCSVM) have limitations when tensor is considered as input data. This work addresses one-class classification problem with tensor-based maximal margin classification paradigm. To this end, we formulate the One-Class Support Tensor Machine (OCSTM), which separates most samples of interested class from the origin in the tensor space, with maximal margin. The benefits of the proposed algorithm are twofold. First, the use of direct tensor representation helps to retain the data topology more efficiently. The second benefit is that tensor representation can greatly reduce the number of parameters. It helps overcome the overfitting problem caused mostly by vector-based algorithms and especially suits for high dimensional and small sample size problem. To solve the corresponding optimization problem in OCSTM, the alternating projection method is implemented, for it is simplified by solving a typical OCSVM optimization problem at each iteration. The efficiency of the proposed method is illustrated on both vector and tensor datasets. The experimental results indicate the validity of the new method.
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1 Introduction

1.1 Problem Statement

In many practical application fields, we often encounter one-class classification problems, such as fault diagnosis, face recognition, the network anomaly detection and text classification etc. In one-class classification problems, usually, only one class is available, and others are either expensive to acquire or difficult to characterize. Support Vector Machine (SVM) [1] had been extended to one-class classification by Scholkopf et al. [2], termed as One-Class Support Vector Machine (OCSVM). OCSVM seeks for a hyperplane in the maximal margin sense, which separates most of the samples from the origin. Another approach derived from SVM to solve the one-class classification problem is the Support Vector Domain Description (SVDD) [3]. SVDD maps the data into a feature space and consists in determining the minimum volume enclosing ball which contains almost all the samples. At present, there are lots of researches on one-class classification problems [4, 5, 6, 7], and all of which are based on vector space.

In pattern recognition, machine learning, computer vision and image processing and other fields, many of the original objects are represented as multidimensional arrays, namely tensor. For example, gray face image [8] is represented as a second order tensor (or matrix); color image and grayscale video sequence [9], gait contour sequence [10] and hyper spectral cube [11] are usually expressed as third order tensor; color video sequence is usually expressed as fourth order tensor. The traditional one-class classification methods represented by OCSVM failed when tensor is considered as input data. Although there are some methods converting tensor directly into vector, they may lead to structural information loss and data correlation damage [12]. All these reasons lead us to consider tensor representations and corresponding learning algorithms for one-class classification problems.

1.2 Related Work

Based on SVM learning framework and the ideas of alternating projection and multiple linear algebra operations, Tao and Wu processed Supervised Tensor Learning (STL) framework [13], which took tensor as input data. Tensor representation can effectively reduce the overfitting problem in the traditional learning methods of vector representation. Based on STL framework and its bidirectional optimal projection algorithm, Tao and Cai proposed Support Tensor Machine (STM) [14]. Since the parameters to be solved in tensor based classifier are far less than those in vector-based classifier, STM is especially suitable for small sample size problem. The experiment results also show that classification accuracy of STM is superior to that of the traditional SVM.

In recent years, there have been more and more researches on evolving the vector-based learning algorithm to tensor representation, and all have obtained good experimental
results and applications. Cai et al. presented a linear Tensor Least Square (TLS) classifier with second order tensor, and applied STM for text classification [15]. Tao et al. extended the classic linear C-SVM [16] and \( \nu \)-SVM [17] to the general tensor forms [12]. Zhang et al. generalized the vector-based learning algorithm Twin Support Vector Machine (TWSVM) to the tensor-based method Twin Support Tensor Machine (TWSTM), and implemented the classifier for micro calcification clusters detection [18]. By comparison with TWSVM, the tensor version reduces the overfitting problem significantly. Reshma et al. developed a least squares variant of STM, termed as Proximal Support Tensor Machine (PSTM) [19]. Irene Kotsia et al. formulated the higher rank Support Tensor Machines (STMs) in which the separating hyperplane was constrained to be the sum of rank one tensors [20]. Hao et al. presented a novel linear Support Higher-order Tensor Machine (SHTM) which integrated the merits of linear C-SVM and tensor rank-one decomposition [21]. SHTM solved the problem of time-consuming caused by STM and was particularly effective for higher-order tensor. On the similar line, Liu et al. extended the concave-convex procedure-based Transductive Support Vector Machine (CCCP-TSVM) to tensor pattern CCCP-based Transductive Support Tensor Machine (CCCP-TSTM), in which the tensor rank-one decomposition was used to compute the inner product of the tensors [22].

As to the nonlinear cases, there are several studies on kernel methods for tensors. Signoretto et al. elaborated on a possible framework to extend the flexibility of tensor-based models with kernel-based techniques, which gave a constructive definition to the feature space of infinite dimensional tensors [23]. He et al. introduced a new scheme to design structure-preserving kernels for supervised tensor learning [24]. For specified order of tensors, there are some even simple and convenient calculation kernel methods, i.e. matrix kernel function for second order tensor [25, 26] and \( K_{3rd} \) kernel function for third order tensor [27].

All the relevant literatures show that the tensor representation of the data can remain the natural structure and correlation of the data, and avoid information missing, overfitting and curse of dimensionality. Therefore, the studies of the tensor have attracted more and more attentions, and the researchers have extended the framework of the support vector machine to the tensor patterns and have proposed many tensor-based learning machines.

1.3 Research Contribution

Utilizing the advantages of STL framework and one-class Support Vector Machine, we derive a tensor-based one-class classification algorithm, named One-Class Support Tensor Machine (OCSTM). The main idea of OCSTM is to find a hyperplane in tensor space (or tensor feature space), which can separate most samples of the interest class from the origin with the maximal margin principle. Since the matrix kernel function is relatively simple,
we first present our OCSTM with second order tensor. Then we generalize a framework of OCSTM for high order tensors. Based on STL framework and its bidirectional optimal projection algorithm, the corresponding optimization problem in OCSTM is solved in an iterative manner, where at each iteration the parameters corresponding to the projections are estimated by solving a typical OCSVM optimization problem. This new model takes tensor as input data, so that it can utilize the structural information which is presented in multidimensional features of an object. Since tensor representation can greatly reduce the number of parameters estimated by OCSVM, our OCSTM helps overcome the overfitting problem encountered mostly in vector-based algorithms and especially suits for high dimensional and small sample size problem.

To evaluate the new algorithm, two kinds of datasets are considered: vector-based and tensor-based datasets. For vector-based datasets, since the vector data points need to be converted to tensor form, we first discuss on how to choose the proper tensor size. Then we test the classification performance of our OCSTM by comparison with OCSVM. Since tensor representation is particular suitable for high dimensional and small sample size cases, we detail the performance of each classifier with different small sample sizes. We also discuss on time cost and overfitting problem on vector-based dataset. The considered tensor-based dataset is human face image, which can be represented as a second order tensor and always be joined lines into vector in traditional vector learning algorithms. The experiments in this part indicate that tensor representation can reserve the important structure attributes of the image, which vector-based methods cannot qualify. All the experimental results indicate the validity and advantage of the new OCSTM.

The rest of this paper is organized as follows: In Section 2, we give a brief overview of Support Tensor Machine and the kernel function for tensor. The One-Class Support Tensor Machine, is described in Section 3. The experimental results on vector datasets and tensor datasets are presented in Section 4 and Section 5. In Section 6, we generalize a framework of OCSTM for high order tensors. Finally, we provide some concluding remarks and suggestions for future work in Section 7.

2 Brief Overview of Support Tensor Machine

2.1 Support Tensor Machine

Support Tensor Machine, which was developed by Cai and Tao [13, 14], is a tensor generalization of SVM in the tensor space. Suppose the training samples \( \{ X_i, y_i \} (i = 1, \ldots, l) \), where \( X_i \in \mathbb{R}^{n_1} \otimes \mathbb{R}^{n_2} \) is the data point in 2nd-order tensor space, \( y_i \in \{-1, 1\} \) is the class associated with \( X_i \), \( \mathbb{R}^{n_1} \) and \( \mathbb{R}^{n_2} \) are two vector spaces. STM tries to find the following linear classifier in the tensor space:

\[
 f(X) = sgn(u^T X v + b), \quad u \in \mathbb{R}^{n_1}, \quad v \in \mathbb{R}^{n_2}, \tag{1}
\]
such that the two classes can be separated with maximal margin.

The optimization problem of linear STM can be stated as:

\[
\min_{u \in \mathbb{R}^n_1, v \in \mathbb{R}^n_2, b \in \mathbb{R}, \xi \in \mathbb{R}^l} \frac{1}{2} \|uv^T\|^2 + C \sum_{i=1}^l \xi_i \\
\text{s.t. } y_i(u^T X_i v + b) \geq 1 - \xi_i \\
\xi_i \geq 0, i = 1, \ldots, l
\]  

(2)

In order to solve the optimization problem (2), Cai and Tao describe a simple yet effective computational method. To fix \(u\) at first, let \(\beta_1 = \|u\|^2\) and \(x_i = X_i^T u\). Thus, the optimization problem (2) is identical to the standard SVM optimization problem with variable \(v\):

\[
\min_{v \in \mathbb{R}^n_2, b \in \mathbb{R}, \xi \in \mathbb{R}^l} \frac{1}{2} \beta_1 \|v\|^2 + C \sum_{i=1}^l \xi_i \\
\text{s.t. } y_i(v^T x_i + b) \geq 1 - \xi_i \\
\xi_i \geq 0, i = 1, \ldots, l
\]  

(3)

It is clear that the optimization problem (3) can be solved by using the same computational methods of SVM. While \(v\) is obtained, let \(\beta_2 = \|v\|^2\) and \(\tilde{x}_i = X_i v\), optimization problem (2) is the standard SVM with variable \(u\) as well:

\[
\min_{u \in \mathbb{R}^n_1, b \in \mathbb{R}, \xi \in \mathbb{R}^l} \frac{1}{2} \beta_2 \|u\|^2 + C \sum_{i=1}^l \xi_i \\
\text{s.t. } y_i(u^T \tilde{x}_i + b) \geq 1 - \xi_i \\
\xi_i \geq 0, i = 1, \ldots, l
\]  

(4)

Then \(u\) and \(v\) can be obtained by iteratively solving the standard SVM optimization problems (3) and (4).

### 2.2 The Kernel Function for Tensor

Since STM is a linear classifier in the tensor space, it cannot handle nonlinear data. Gao proposed a kernel function for tensor representation data [25], which uses a nonlinear mapping function \(\Phi(X_i)\) to map \(X_i\) into a high dimensional tensor feature space. The nonlinear mapping function for tensor \(X_i\) can be defined as:

\[
\Phi(X_i) = \begin{bmatrix}
\varphi(z_{i1}) \\
\varphi(z_{i2}) \\
\vdots \\
\varphi(z_{im})
\end{bmatrix},
\]  

(5)
where \( z_{ip} \) is the \( p \)-th row of \( X_i \). Thus the new kernel function for tensors can be described as:

\[
K(X_i, X_j) = \Phi(X_i)\Phi(X_j)^T = \begin{bmatrix}
\varphi(z_{i1}) \\
\varphi(z_{i2}) \\
\vdots \\
\varphi(z_{in})
\end{bmatrix}
\begin{bmatrix}
\varphi(z_{j1}) \\
\varphi(z_{j2}) \\
\vdots \\
\varphi(z_{jn})
\end{bmatrix}^T
\]

\[
= \begin{bmatrix}
\varphi(z_{i1})\varphi(z_{j1})^T \\
\vdots \\
\varphi(z_{in})\varphi(z_{jn})^T
\end{bmatrix}
\begin{bmatrix}
\varphi(z_{i1}) \\
\varphi(z_{i2}) \\
\vdots \\
\varphi(z_{in})
\end{bmatrix}
\]

(6)

The kernel function for tensors is different from the one for vectors. In vector space, the result of kernel function is a scalar and in tensor space it is a kernel matrix. Specifically, we use RBF kernel function in this article, since it has been demonstrated that the RBF kernel usually outperforms than other kernels [28]. The \( ij \)-th element of the kernel matrix is:

\[
\varphi(z_{ip})\varphi(z_{jp})^T = e^{-\|z_{ip} - z_{jp}\|^2/2\sigma^2},
\]

we call it the RBF kernel function for Tensors, shorted as TRBF kernel matrix in the following passage.

3 One-Class Support Tensor Machine

One-Class Support Vector Machine aims to learn a single class by determining a decision function with maximal margin from the origin that contains almost all the data of this class. Usually, we call the available class as the target class, while all other instances not in this class are defined as outliers. Consider training data \( x_i \in \mathbb{R}^n (i = 1, \ldots, l) \), the decision function relative to the membership of the sample \( x \) to the target class is given by: \( f(x) = ((w \cdot x) - \rho) \geq 0 \), where parameters \( w \) and \( \rho \) result from the modified optimization problem:

\[
\min_{w,\xi,\rho} \frac{1}{2}\|w\|^2 + \frac{1}{\nu l} \sum_{i=1}^l \xi_i - \rho
\]

s.t. \( (w \cdot \Phi(x_i)) \geq \rho - \xi_i \)

\( \xi_i \geq 0, i = 1, \ldots, l \) (8)

Here, the favorable parameter \( \nu \) can control the fraction of support vectors, and \( \xi_i \) are slack variables which allow discarding outliers.

Our One-Class Support Tensor Machine is fundamentally based on the same idea. In this section, we propose a new one-class classifier OCSTM based on tensor space, which determines a decision function by mapping the tensor data into high dimensional tensor
feature space, so that the data points in the target class are separated by maximal margin from the origin.

### 3.1 One-Class Support Tensor Machine

Suppose we are given a set of training samples \( \{X_i\} (i = 1, \ldots, l) \), each of the training sample \( X_i \in \mathbb{R}^{n_1} \otimes \mathbb{R}^{n_2} \) is the data point in 2nd-order tensor space, where \( \mathbb{R}^{n_1} \) and \( \mathbb{R}^{n_2} \) are two vector spaces.

As similar as OCSVM, the decision function of an one-class classifier in the tensor space can be represented as follows:

\[
f(X) = \text{sgn}(u^T \Phi(X)v - \rho), \quad u \in \mathbb{R}^{n_1}, v \in \mathbb{R}^{n_2},
\]

where \( \Phi \) is a function mapping the data from the original tensor space to a tensor feature space.

Equation (9) can be rewritten through matrix inner product as follows:

\[
f(X) = \text{sgn}((uv^T \cdot \Phi(X)) - \rho), \quad u \in \mathbb{R}^{n_1}, v \in \mathbb{R}^{n_2}.
\]

Our One-Class Support Tensor Machine can be given by the following optimization problem:

\[
\min_{u \in \mathbb{R}^{n_1}, v \in \mathbb{R}^{n_2}, \rho \in \mathbb{R}, \xi \in \mathbb{R}^l} \quad \frac{1}{2} \|uv^T\|^2 + \frac{1}{\nu l} \sum_{i=1}^{l} \xi_i - \rho \\
\text{s.t.} \quad (uv^T \cdot \Phi(X_i)) \geq \rho - \xi_i \\
\xi_i \geq 0, i = 1, \ldots, l
\]

We introduce positive Lagrange multipliers \( \alpha_i, \beta_i \geq 0, i = 1, \ldots, l \), one for each of the inequality constrains. The Lagrangian function for problem (11) is

\[
\mathcal{L}(u, v, \rho, \xi, \alpha, \beta) = \frac{1}{2} \|uv^T\|^2 + \frac{1}{\nu l} \sum_{i=1}^{l} \xi_i - \rho \\
- \sum_{i=1}^{l} \alpha_i((uv^T \cdot \Phi(X_i)) - \rho + \xi_i) - \sum_{i=1}^{l} \beta_i \xi_i.
\]

Note that:

\[
\frac{1}{2} \|uv^T\|^2 = \frac{1}{2} \text{trace}(uv^Tvu^T) \\
= \frac{1}{2} (v^Tu) \text{trace}(uu^T) \\
= \frac{1}{2} (v^Tu)(u^Tu).
\]
Thus, we have

$$
 L(u, v, \rho, \xi, \alpha, \beta) = \frac{1}{2}(v^T v)(u^T u) + \frac{1}{\nu l} \sum_{i=1}^{l} \xi_i - \rho
 - \sum_{i=1}^{l} \alpha_i (u^T \Phi(X_i) v - \rho + \xi_i) - \sum_{i=1}^{l} \beta_i \xi_i. \tag{14}
$$

Setting the derivatives with respect to the primal variables $u, v, \xi_i, \rho$ equal to zero, we have

$$
 \frac{\partial L}{\partial u} = 0 \Rightarrow u = \frac{1}{\|v\|^2} \sum_{i=1}^{l} \alpha_i \Phi(X_i) v \tag{15}
$$

$$
 \frac{\partial L}{\partial v} = 0 \Rightarrow v = \frac{1}{\|u\|^2} \sum_{i=1}^{l} \alpha_i \Phi(X_i)^T u \tag{16}
$$

$$
 \frac{\partial L}{\partial \rho} = 0 \Rightarrow \sum_{i=1}^{l} \alpha_i = 1 \tag{17}
$$

$$
 \frac{\partial L}{\partial \xi_i} = 0 \Rightarrow \frac{1}{\nu l} - \alpha_i - \beta_i = 0 \tag{18}
$$

From Equations (15) and (16), we see that $u$ and $v$ are dependent on each other, and can not be solved independently. Hence, we resort to the alternating projection method for solving this optimization problem, which has earlier been used by Cai [14] in developing STM. The method can be described as follows.

First we fix $u$. Let $\mu_1 = \|u\|^2$ and $x_j = \Phi(X_j)^T u$, according to (11), we can construct the optimal quadratic programming problem to solve $v$ and $\|v\|^2$:

$$
 \min_{v, \xi, \rho} \quad \frac{1}{2} \mu_1 \|v\|^2 + \frac{1}{\nu l} \sum_{j=1}^{l} \xi_j - \rho
 \text{s.t.} \quad (v \cdot x_j) \geq \rho - \xi_j
\quad \xi_j \geq 0, j = 1, \cdots, l \tag{19}
$$

It can be seen that the optimization problem (19) is similar in structure to OCSVM. For solving (19), we consider its Lagrangian function

$$
 L(v, \rho, \xi, \alpha, \beta) = \frac{1}{2} \mu_1 (v^T v) + \frac{1}{\nu l} \sum_{j=1}^{l} \xi_j - \rho
 - \sum_{j=1}^{l} \alpha_j (v^T x_j - \rho + \xi_j) - \sum_{j=1}^{l} \beta_j \xi_j. \tag{20}
$$
According to Equations (15) to (18),

\[ L(v, \rho, \xi, \alpha, \beta) = \frac{1}{2} \mu_1 (v^T v) - \sum_{j=1}^{l} \alpha_j v^T x_j \]

\[ = -\frac{1}{2\mu_1} \sum_{i,j=1}^{l} \alpha_i \alpha_j (x_i \cdot x_j) \]

\[ = -\frac{1}{2\mu_1} \sum_{i,j=1}^{l} \alpha_i \alpha_j (\Phi(X_i)^T u \cdot \Phi(X_j)^T u) \]

\[ = -\frac{1}{2\mu_1} \sum_{i,j=1}^{l} \alpha_i \alpha_j u^T K(X_i, X_j) u, \]  \hspace{1cm} (21)

where \( K(X_i, X_j) \) is defined by Equation (6).

Thus we can get the dual problem of optimization problem (19):

\[ \min_{\alpha} \quad \frac{1}{2\mu_1} \sum_{i,j=1}^{l} \alpha_i \alpha_j u^T K(X_i, X_j) u \]

s.t. \( 0 \leq \alpha_i \leq \frac{1}{\nu l} \)

\( \sum_{i=1}^{l} \alpha_i = 1, i = 1, \cdots, l \) \hspace{1cm} (22)

Solving (22) determines the lagrangian multipliers \( \alpha_i^* \), then we can get \( v \) and \( \|v\|^2 \):

\[ v = \frac{1}{\mu_1} \sum_{i=1}^{l} \alpha_i^* \Phi(X_i)^T u \]  \hspace{1cm} (23)

\[ \|v\|^2 = v^T v = \frac{1}{\mu_1^2} \sum_{i,j=1}^{l} \alpha_i^* \alpha_j^* u^T K(X_i, X_j) u \]  \hspace{1cm} (24)

Then we can calculate \( u \), according to the result of the (23) and (24). We can let \( \mu_2 = \|v\|^2 \) and

\[ x_j' = \Phi(X_j) v = \frac{1}{\mu_1} \sum_{i=1}^{l} \alpha_i^* \Phi(X_j) \Phi(X_i)^T u \]

\[ = \frac{1}{\mu_1} \sum_{i=1}^{l} \alpha_i^* K(X_j, X_i) u \]  \hspace{1cm} (25)

On the similar lines, we can construct another optimal quadratic programming problem
to solve $u$ and $\|u\|^2$:

$$\min_{u,\xi,\rho} \frac{1}{2} \mu_2 \|u\|^2 + \frac{1}{\nu l} \sum_{j=1}^{l} \xi_j - \rho$$

s.t. $(u \cdot x_j') \geq \rho - \xi_j$

$$\xi_j \geq 0, j = 1, \ldots, l$$

(26)

For solving (26), the quadratic program is solved via its dual:

$$\min_{\hat{\alpha}} \frac{1}{2} \mu_2 \sum_{i,j=1}^{l} \hat{\alpha}_i \hat{\alpha}_j x_i'^{T} x_j'$$

s.t. $0 \leq \hat{\alpha}_i \leq \frac{1}{\nu l}$

$$\sum_{i=1}^{l} \hat{\alpha}_i = 1, i = 1, \ldots, l$$

(27)

Thus, $u$ and $v$ can be obtained by iteratively solving the optimization problems (19) and (26). In our experiments, $u$ is initially set to the vector of all ones.

The optimal normal vector from optimization problem (26) is given by $u = \frac{1}{\mu_2} \sum_{i=1}^{l} \hat{\alpha}_i x_i'$, where $\hat{\alpha}_i^*$ is the result of dual problem (27). The optimal boundary is then determined by the support vector expansion:

$$f(X) = \text{sgn}((uv^T \cdot \Phi(X)) - \rho)$$

$$= \text{sgn} \left( \frac{1}{\mu_1} \sum_{i=1}^{l} \alpha_i^* u^T K(X, X_i) u - \rho \right),$$

(28)

where training samples $X_i$ with non-zero $\alpha_i^*$ are support tensors, which are labeled as $X_{i,sv}$. And parameters $\rho$ is calculated by:

$$\rho = \text{mean}_{i,sv} \left( \frac{1}{\mu_1} \sum_{i=1}^{l} \alpha_i^* u^T K(X_i, X_{i,sv}) u \right).$$

(29)

3.2 The Algorithm of OCSTM

OCSTM is a tensor generalization of OCSVM. The steps involved in solving OCSTM use the alternating projection method, and the algorithmic procedure is formally stated below:

Input: The training samples $X_i \in \mathbb{R}^{n_1} \otimes \mathbb{R}^{n_2} (i = 1, \ldots, l)$ and testing samples $X_j \in \mathbb{R}^{n_1} \otimes \mathbb{R}^{n_2} (j = 1, \ldots, t)$, the parameters $\nu$ and $\sigma$.

Output: The optimal parameters $u \in \mathbb{R}^{n_1}$ and $\rho$ in discrimination function, and the class labels of testing samples.
Step 1 Initialization: Let $u = (1, \ldots, 1)^T$;

Step 2 Obtain $\alpha$ by optimizing

$$
\min_{\alpha} \frac{1}{2\mu_1} \sum_{i,j=1}^{l} \alpha_i \alpha_j u^T K(X_i, X_j) u
$$

s.t. $0 \leq \alpha_i \leq \frac{1}{\nu l}$

$$
\sum_{i=1}^{l} \alpha_i = 1, i = 1, \ldots, l
$$

where $\mu_1 = \|u\|^2$;

Step 3 Calculate $\mu_2$ and $x_j'$, let:

$$
\mu_2 = \frac{1}{\mu_1} \sum_{i,j=1}^{l} \alpha_i \alpha_j u^T K(X_i, X_j) u;
$$

$$
x_j' = \frac{1}{\mu_1} \sum_{i=1}^{l} \alpha_i K(X_j, X_i) u;
$$

Step 4 Solving

$$
\min_{\hat{\alpha}} \frac{1}{2\mu_2} \sum_{i,j=1}^{l} \hat{\alpha}_i \hat{\alpha}_j x_i^T x_j'
$$

s.t. $0 \leq \hat{\alpha}_i \leq \frac{1}{\nu l}$

$$
\sum_{i=1}^{l} \hat{\alpha}_i = 1, i = 1, \ldots, l
$$

obtain the new $u = \frac{1}{\mu_2} \sum_{i=1}^{l} \hat{\alpha}_i \hat{x}_i'$;

Step 5 Do Step2~4 iteratively until convergence: If the iteration number exceeds the maximum number of iteration or the below convergence condition is satisfied:

$$
\|u_i - u_{i-1}\| \leq tolerance;
$$

Step 6 Obtain the class label of the testing samples by using the discrimination function

$$
f(X_j) = \text{sgn}\left(\frac{1}{\mu_1} \sum_{i=1}^{l} \alpha_i u^T K(X_j, X_i) u - \rho\right),
$$

where $\rho$ can be calculated from (29);

Step 7 End.
Now we discuss the computational complexity of OCSTM. Let \( l \) be the number of training samples and \( n \) be the number of the features, and in OCSVM \( n \) also denotes the dimension of vector representation data points. In the case of considering the dimensionality of the data, the computational complexity of OCSVM is \( O(l^2 n) \), while the computational complexity of OCSTM is \( O(l^2 (n_1 + n_2)) \) with linear kernel and \( O(l^2 n_1^2 n_2) \) with TRBF kernel matrix, where \( n_1 \) and \( n_2 \) denote the size of second order tensor and \( n_1 \times n_2 \approx n \). It is clear that the computational complexity of OCSTM with linear kernel is less than that of OCSVM. Besides, the training time of OCSTM which involves the alternating projection method, depends on the number of iterations.

4 Experimental evaluations on vector-based datasets

In this section, we compare the performance of OCSTM with that of the standard OCSVM on vector-based datasets. After the statements about the datasets and preparation of experiments, we first evaluate the proposed algorithms on BREAST-CANCER dataset for a trail of detailed discussion on classification performance and the problems of time cost and overfitting. Then we give an overall comparison on all vector-based datasets.

4.1 Datasets and Preparation of Experiments

To evaluate the performance of tensor-based classifiers with vector datasets, we perform experiments on eight datasets from publicly available datasets UCI repository download from LIBSVM dataset webpage [29] and one-class classification datasets on David Tax’s homepage [30]. These eight datasets are shown in Table 1, where \( m \) is the total number of examples, \( n \) is the number of features and \( n_1 \times n_2 \) indicates the tensor size of each dataset. The features in all datasets are scaled to \([-1, 1]\). In one-class classification issues, we only focus on the target class. Table 1 presents the 12 considered target classes and their number of samples.

In all our simulations, we use RBF kernel \( k(x, y) = e^{-\|x - y\|^2/2\sigma^2} \) in the standard OCSVM, for it has been demonstrated that the RBF kernel usually outperforms than other kernels [28]. For the same reason, we use tensor kernel function \( K(X, Y) \) (TRBF kernel matrix) for OCSTM, which was defined in section 2. Because linear kernel performs well in some cases, we also evaluate the performance of OCSVM with linear kernel \( k(x, y) = x^T y \) and OCSTM with linear kernel matrix \( K(X, Y) = XY^T \). To distinguish with nonlinear classifiers, we name the two linear classifiers as LOCSVM and LOCSTM respectively.

We use \( k \)-fold cross-validation on the training set to find the best parameters, while the values of \( k \) equal to the number of training samples since we focus on small sample size problem. There are two tuning parameters: \( \nu, \sigma \). The possible choices for parameters are \( \nu = \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\} \) and \( \sigma = \{2^{-5}, 2^{-4}, 2^{-3}, 2^{-2}, 2^{-1}, 2^0, 2^1, 2^2, 2^3, 2^4, 2^5\} \).
Table 1. Information of the vector-based datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$m$</th>
<th>$n$</th>
<th>$n_1 \times n_2$</th>
<th>Source</th>
<th>Target Class</th>
<th>Target Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>BREAST-CANCER</td>
<td>683</td>
<td>11</td>
<td>$3 \times 4$</td>
<td>UCI</td>
<td>2</td>
<td>444</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td>239</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>IRIS</td>
<td>150</td>
<td>4</td>
<td>$2 \times 2$</td>
<td>UCI</td>
<td>2</td>
<td>50</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>50</td>
</tr>
<tr>
<td>IMPORT</td>
<td>159</td>
<td>25</td>
<td>$5 \times 5$</td>
<td>OC</td>
<td>1</td>
<td>88</td>
</tr>
<tr>
<td>IONOSPHERE</td>
<td>351</td>
<td>34</td>
<td>$6 \times 6$</td>
<td>OC</td>
<td>1</td>
<td>225</td>
</tr>
<tr>
<td>LUNG</td>
<td>32</td>
<td>56</td>
<td>$7 \times 8$</td>
<td>UCI</td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>SONAR</td>
<td>203</td>
<td>61</td>
<td>$8 \times 8$</td>
<td>OC</td>
<td>1</td>
<td>97</td>
</tr>
<tr>
<td>DELFTPUMP AR</td>
<td>720</td>
<td>160</td>
<td>$13 \times 13$</td>
<td>OC</td>
<td>2</td>
<td>189</td>
</tr>
<tr>
<td>USPS</td>
<td>7291</td>
<td>256</td>
<td>$16 \times 16$</td>
<td>UCI</td>
<td>2</td>
<td>1005</td>
</tr>
</tbody>
</table>

All the algorithms have been implemented in MATLAB R2011b on Windows 7 running on a PC with system configuration Intel Core i3 (2.4 GHz) and 6 GB of RAM.

Many algorithms use test accuracy to evaluate the performance of the classifiers. The AUC, the area under the ROC curve, is always used to measure the performance of a one-class classifier [31]. In our experiments, we consider both test accuracy and AUC as the performance metrics for comparisons.

4.2 Experiments on BREAST-CANCER dataset

There are two target classes which are labeled as 2 or 4 in BREAST-CANCER dataset. We call them target class 1 and target class 2 in the following passage. The numbers of samples in each class are shown in Table 1. In this section, we experiment on each target class of BREAST-CANCER dataset with the four classifiers: OCSTM, LOCSTM, OCSVM and LOCSVM.

It is well known that it is hard to solve the classification problems with small sample size and high dimensions. To verify the effectiveness of the four algorithms, we choose small sizes of training sets in our experiments, similar to the idea of [14, 19]. For statistical significance, the results are averaged over 50 random splits from target class and the average performance are reported. The sizes of the training sets are 2, 4, 6, 8, and 10, respectively. The testing sets consist of the rest samples in the target class and all the outliers. For example, when the size of training set is 2, we randomly choose 2 samples from the target class as training samples, and combine the remaining samples in the target class and all the outliers to form the testing set.
4.2.1 Experiments on Different Tensor Sizes

In this subsection we discuss on how to choose the size of the tensor. For a vector space sample $\mathbf{x} \in \mathbb{R}^n$, it can be converted to the second order tensor (or, matrix) $\mathbf{X} \in \mathbb{R}^{n_1} \otimes \mathbb{R}^{n_2}$, where $n_1 \times n_2 \approx n$. Cai [14] provided a method to establish $n_1$ and $n_2$, which was simplified as minimizing $n_1 + n_2$ while $(n_1 - 1) \times n_2 \leq n \leq n_1 \times n_2$. With such a requirement, there are still many choices of $n_1$ and $n_2$. Figure 1 shows the four possible tensor sizes which are converted from vector data in BREAST-CANCER dataset. Generally all these types can be used. Therefore, it is worth finding out which one is the best.

Our experiments focus on the performance of two tensor-based classifiers OCSTM and LOCSTM with different tensor sizes. Table 2 summarized the averaged AUC of 50 simulations, along with different tensor sizes and different training sizes. We bold the best averaged AUC in Table 2, as can be seen, when training size is $3 \times 4$, both of the two tensor classifiers obtain outstanding performance.

These experiments suggest that, $n_1$ and $n_2$ should be as close as possible. In the meanwhile, $n_1 \leq n_2$ can be a good choice and it is particularly suitable for small sample size problem. With this principle, we establish the tensor sizes of all the vector datasets involved in this paper, as is shown in Table 1.
### Table 3. Averaged percentages of test accuracy and AUC on various training sample sizes of BREAST-CANCER dataset.

<table>
<thead>
<tr>
<th>Num</th>
<th>Target Class</th>
<th>metrics</th>
<th>OCSVM</th>
<th>LOCSTM</th>
<th>OCSVM</th>
<th>LOCSVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>class 1</td>
<td>accuracy</td>
<td>63.64±15.08</td>
<td><strong>73.74±14.21</strong></td>
<td>43.92±9.82</td>
<td>68.43±13.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>99.32±0.16</td>
<td><strong>99.51±0.03</strong></td>
<td>99.48±0.13</td>
<td>99.48±0.05</td>
</tr>
<tr>
<td>4</td>
<td>class 2</td>
<td>accuracy</td>
<td>69.40±5.17</td>
<td>65.85±16.75</td>
<td>65.20±0.00</td>
<td>65.83±8.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td><strong>84.62±23.68</strong></td>
<td>77.55±30.05</td>
<td>80.93±28.50</td>
<td>76.64±31.88</td>
</tr>
<tr>
<td>6</td>
<td>class 1</td>
<td>accuracy</td>
<td>75.67±13.02</td>
<td>84.16±10.49</td>
<td>59.80±0.00</td>
<td>65.83±8.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>98.52±1.92</td>
<td><strong>99.48±0.11</strong></td>
<td>99.43±0.29</td>
<td>99.46±0.06</td>
</tr>
<tr>
<td>8</td>
<td>class 2</td>
<td>accuracy</td>
<td>78.57±7.83</td>
<td>64.80±24.57</td>
<td>70.59±4.89</td>
<td>63.92±18.67</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td><strong>92.13±10.49</strong></td>
<td>70.19±30.92</td>
<td>89.59±15.31</td>
<td>71.35±31.82</td>
</tr>
<tr>
<td>10</td>
<td>class 1</td>
<td>accuracy</td>
<td>82.47±10.39</td>
<td><strong>87.03±10.61</strong></td>
<td>71.68±13.16</td>
<td>84.47±9.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>98.31±1.84</td>
<td>99.02±3.41</td>
<td>99.16±1.10</td>
<td><strong>99.27±0.98</strong></td>
</tr>
<tr>
<td></td>
<td>class 2</td>
<td>accuracy</td>
<td><strong>83.88±5.95</strong></td>
<td>65.88±26.02</td>
<td>78.16±5.51</td>
<td>68.13±18.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>92.96±0.81</td>
<td>71.55±29.03</td>
<td><strong>93.82±6.84</strong></td>
<td>75.58±26.79</td>
</tr>
<tr>
<td></td>
<td>class 1</td>
<td>accuracy</td>
<td>83.26±10.26</td>
<td><strong>89.02±8.17</strong></td>
<td>76.45±11.65</td>
<td>86.00±8.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>98.50±1.82</td>
<td><strong>99.47±0.12</strong></td>
<td>99.33±0.73</td>
<td>99.30±0.62</td>
</tr>
<tr>
<td>10</td>
<td>class 2</td>
<td>accuracy</td>
<td><strong>84.96±6.65</strong></td>
<td>70.89±23.37</td>
<td>80.90±5.73</td>
<td>70.94±21.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>92.21±1.09</td>
<td>75.93±25.09</td>
<td><strong>93.81±7.86</strong></td>
<td>75.91±26.61</td>
</tr>
<tr>
<td></td>
<td>class 1</td>
<td>accuracy</td>
<td>84.34±10.39</td>
<td><strong>90.62±7.10</strong></td>
<td>79.81±12.11</td>
<td>88.41±7.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>98.40±1.84</td>
<td><strong>99.47±0.17</strong></td>
<td>99.22±0.81</td>
<td>99.27±0.65</td>
</tr>
<tr>
<td></td>
<td>class 2</td>
<td>accuracy</td>
<td><strong>87.11±5.18</strong></td>
<td>74.46±21.85</td>
<td>84.21±4.48</td>
<td>75.11±20.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>93.22±9.18</td>
<td>79.55±23.37</td>
<td><strong>94.70±6.38</strong></td>
<td>81.67±22.43</td>
</tr>
</tbody>
</table>

### 4.2.2 Experiments on Classification Performance

In this subsection, we evaluate the classification performance of the four classifiers on BREAST-CANCER dataset with various training sample sizes. Table 3 has summarized the results, including averaged percentages of test accuracy and AUCs of 50 simulations. We can see that linear tensor classifier LOCSTM is outstanding in target class 1 on almost entirely different training sizes with respect to both test accuracy and AUC metrics. In addition, the overall results show that the linear classifiers are better than nonlinear classifiers in target class 1.

On the opposite, experiments on target class 2 of BREAST-CANCER dataset indicate that the nonlinear classifiers are much better than linear classifiers. Besides, we can see in Table 3 that OCSTM has a significant performance with test accuracy on target class 2, and the AUCs of OCSTM are comparable to those of OCSVM. Especially when training set is small, OCSTM has a remarkable performance in comparison to other classifiers. Notice that the standard deviation of OCSVM is zero when training sample number is 2. In all the 50 simulations, the OCSVM classifies all the testing samples into outliers, which means in this situation, OCSVM is failure to identify the target class.
<table>
<thead>
<tr>
<th>Num</th>
<th>Algorithm</th>
<th>Target Class 1</th>
<th>Target Class 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Training Time(s)</td>
<td>Num of Iterations</td>
</tr>
<tr>
<td>2</td>
<td>OCSTM</td>
<td>0.0511±0.0791</td>
<td>10.0400±9.3459</td>
</tr>
<tr>
<td></td>
<td>LOCSTM</td>
<td>0.0194±0.0038</td>
<td>4.8400±0.7656</td>
</tr>
<tr>
<td>4</td>
<td>OCSTM</td>
<td>0.1016±0.0907</td>
<td>14.3400±12.4222</td>
</tr>
<tr>
<td></td>
<td>LOCSTM</td>
<td>0.0327±0.0122</td>
<td>5.2200±0.8154</td>
</tr>
<tr>
<td>6</td>
<td>OCSTM</td>
<td>0.1287±0.1414</td>
<td>12.6800±14.0225</td>
</tr>
<tr>
<td></td>
<td>LOCSTM</td>
<td>0.0458±0.0082</td>
<td>5.4400±0.9510</td>
</tr>
<tr>
<td>8</td>
<td>OCSTM</td>
<td>0.1146±0.1003</td>
<td>8.6200±7.7219</td>
</tr>
<tr>
<td></td>
<td>LOCSTM</td>
<td>0.0623±0.0115</td>
<td>5.4600±0.9733</td>
</tr>
<tr>
<td>10</td>
<td>OCSTM</td>
<td>0.1336±0.1311</td>
<td>7.0000±6.0136</td>
</tr>
<tr>
<td></td>
<td>LOCSTM</td>
<td>0.0996±0.1039</td>
<td>6.5000±6.4373</td>
</tr>
</tbody>
</table>

**4.2.3 Experiments on Training Time with Different Kernels**

In this subsection, we evaluate the time cost of the proposed OCSTM with different kernel matrix. We use OCSTM to denote the proposed algorithm with TRBF kernel matrix and LOCSTM to indicate the one with linear kernel matrix. Table 4 summarized the averaged training time and the corresponding averaged number of iterations over 50 times simulations, with their standard deviations.

As is discussed in Section 3.2, the computational complexity of OCSTM is more than that of LOCSTM. However, as is seen in Table 4, the averaged training time of OCSTM is less than that of LOCSTM when training sets are 4, 6, 8 and 10 on target class 2 of BREAST-CANCER dataset. And the corresponding averaged number of iterations with OCSTM are less than those with LOCSTM as well. Thus, we can conclude that the training time of the proposed algorithm is more related to the number of iterations.

**4.2.4 Experiments on Overfitting Problem**

In this subsection, we discuss the overfitting problem which is encountered by the vector-based algorithm with high dimensional and small sample size problem. We compare the proposed tensor-based classifier OCSTM with vector-based classifier OCSVM on BREAST-CANCER dataset. Similar to the idea of [32, 33], to verify the effectiveness dealt with overfitting problem, we use these two evaluation indexes: sensitivity and specificity, where:

\[
Sensitivity = \frac{Number\ of\ True\ Positive\ Samples}{Number\ of\ Positive\ Samples}
\]

\[
Specificity = \frac{Number\ of\ True\ Negative\ Samples}{Number\ of\ Negative\ Samples}
\]
Table 5. Averaged percentages of Sensitivity and Specificity on various training sample sizes of BREAST-CANCER dataset.

<table>
<thead>
<tr>
<th>Num</th>
<th>Algorithm</th>
<th>Target Class 1</th>
<th>Target Class 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sensitivity</td>
<td>Specificity</td>
</tr>
<tr>
<td>2</td>
<td>OCSTM</td>
<td>44.02±23.27</td>
<td>99.91±00.18</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>13.59±15.12</td>
<td>100.00±0.00</td>
</tr>
<tr>
<td>4</td>
<td>OCSTM</td>
<td>57.57±22.30</td>
<td>99.45±1.59</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>35.13±16.14</td>
<td>100.00±0.00</td>
</tr>
<tr>
<td>6</td>
<td>OCSTM</td>
<td>72.79±17.21</td>
<td>99.31±1.27</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>52.04±22.72</td>
<td>99.67±1.23</td>
</tr>
<tr>
<td>8</td>
<td>OCSTM</td>
<td>73.68±17.28</td>
<td>99.16±1.41</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>62.21±19.58</td>
<td>99.70±0.80</td>
</tr>
<tr>
<td>10</td>
<td>OCSTM</td>
<td>76.47±16.48</td>
<td>98.62±2.30</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>68.66±19.15</td>
<td>99.47±1.07</td>
</tr>
</tbody>
</table>

Table 5 summarized the averaged percentage of sensitivity and specificity of 50 times simulations, on various training sample sizes of BREAST-CANCER dataset. The averaged specificities of the two algorithms are very close to each other, while the averaged sensitivities of OCSTM are significantly different from those of OCSVM, especially when the training samples are small. When training sample size is 2, the OCSTM has the sensitivities of 44.02 and 14.72 compared to 13.59 and 0.00 for OCSVM, while the corresponding specificities are approximately equal to each other. These experiments validate that OCSTM has significant advantages on avoiding overfitting problem.

### 4.3 Experiments on all vector datasets

Due to the experiments on BREAST-CANCER dataset, we can conclude that both linear classifiers and nonlinear classifiers have their special application areas. In this part, we evaluate the four algorithms: OCSTM, LOCSTM, OCSVM, and LOCSVM on all 8 vector datasets shown in Table 1. In a spirit similar to the experiments on BREAST-CANCER dataset, we focus on small training sets and concentrate on test accuracy and AUC with various training sample sizes. Since there are only 10 samples in class 3 of LUNG dataset, we introduce four small training sample sizes (2, 4, 6 and 8). As the same reason, the results are averaged over 10 random splits on LUNG dataset, while 50 random splits on other datasets.

In order to avoid unnecessary repetition, we focus on an overall view in this subsection. The averaged percentages of test accuracy (shorted as ACC) and AUC of the four classifiers on various datasets, and their standard deviations are reported in Table 6, while the training sets only have 2 samples. We bold the best test accuracy and AUCs, and in short, tensor-based classifiers have significant performance in comparison with vector-based classifiers.

Besides, paired comparisons of linear and nonlinear classifiers are shown in Table 6 as
Table 6. Averaged percentages of test accuracy and AUCs on various datasets, with 2 training samples.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Target Class</th>
<th>metrics</th>
<th>OCSTM (I)</th>
<th>OCSVM (II)</th>
<th>VS</th>
<th>LOCSTM (III)</th>
<th>LOCSVM (IV)</th>
<th>VS</th>
</tr>
</thead>
<tbody>
<tr>
<td>BREAST-CANCER</td>
<td>2</td>
<td>ACC</td>
<td>63.64</td>
<td>43.92</td>
<td>&gt;</td>
<td>73.74</td>
<td>68.43</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>99.32</td>
<td>99.48</td>
<td>∼</td>
<td>99.51</td>
<td>99.48</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>ACC</td>
<td>69.40</td>
<td>65.20</td>
<td>&gt;</td>
<td>65.85</td>
<td>65.83</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>84.62</td>
<td>80.93</td>
<td>&gt;</td>
<td>77.55</td>
<td>76.64</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>ACC</td>
<td>79.85</td>
<td>75.15</td>
<td>&gt;</td>
<td>86.14</td>
<td>84.35</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>99.65</td>
<td>99.57</td>
<td>∼</td>
<td>99.98</td>
<td>99.97</td>
<td>∼</td>
</tr>
<tr>
<td>IRIS</td>
<td>2</td>
<td>ACC</td>
<td>77.70</td>
<td>75.00</td>
<td>&gt;</td>
<td>55.80</td>
<td>57.38</td>
<td>&lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>93.47</td>
<td>93.43</td>
<td>∼</td>
<td>59.29</td>
<td>61.59</td>
<td>&lt;</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>ACC</td>
<td>77.05</td>
<td>73.68</td>
<td>&gt;</td>
<td>84.00</td>
<td>83.64</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>89.85</td>
<td>89.75</td>
<td>∼</td>
<td>99.00</td>
<td>98.97</td>
<td>∼</td>
</tr>
<tr>
<td>IMPORT</td>
<td>1</td>
<td>ACC</td>
<td>54.97</td>
<td>45.22</td>
<td>&gt;</td>
<td>50.42</td>
<td>47.36</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>67.23</td>
<td>65.57</td>
<td>&gt;</td>
<td>64.39</td>
<td>65.70</td>
<td>&lt;</td>
</tr>
<tr>
<td>IONOSPHERE</td>
<td>1</td>
<td>ACC</td>
<td>52.87</td>
<td>36.69</td>
<td>&gt;</td>
<td>54.24</td>
<td>51.01</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>75.36</td>
<td>79.70</td>
<td>&lt;</td>
<td>74.89</td>
<td>72.86</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>ACC</td>
<td>59.67</td>
<td>63.33</td>
<td>&lt;</td>
<td>37.33</td>
<td>47.67</td>
<td>&lt;</td>
</tr>
<tr>
<td>LUNG</td>
<td>2</td>
<td>AUC</td>
<td>55.25</td>
<td>55.17</td>
<td>∼</td>
<td>56.67</td>
<td>64.67</td>
<td>&lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AUC</td>
<td>73.33</td>
<td>73.00</td>
<td>∼</td>
<td>58.67</td>
<td>64.67</td>
<td>&lt;</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>AUC</td>
<td>64.55</td>
<td>62.73</td>
<td>&gt;</td>
<td>54.15</td>
<td>51.08</td>
<td>&gt;</td>
</tr>
<tr>
<td>SONAR</td>
<td>1</td>
<td>AUC</td>
<td>54.43</td>
<td>53.88</td>
<td>&gt;</td>
<td>59.91</td>
<td>58.81</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACC</td>
<td>76.56</td>
<td>73.96</td>
<td>&gt;</td>
<td>73.09</td>
<td>74.06</td>
<td>&lt;</td>
</tr>
<tr>
<td>DELFTPUMP AR</td>
<td>2</td>
<td>AUC</td>
<td>85.04</td>
<td>82.38</td>
<td>&gt;</td>
<td>76.57</td>
<td>78.54</td>
<td>&lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>ACC</td>
<td>93.66</td>
<td>86.24</td>
<td>&gt;</td>
<td>91.66</td>
<td>89.30</td>
<td>&gt;</td>
</tr>
<tr>
<td>USPS</td>
<td>2</td>
<td>AUC</td>
<td>99.75</td>
<td>99.47</td>
<td>∼</td>
<td>99.82</td>
<td>99.83</td>
<td>∼</td>
</tr>
</tbody>
</table>

well. As can be seen, the test accuracy of OCSTM is better than OCSVM in 10 out of 12 comparisons, and similar in one comparison. And the test accuracy of LOCSTM is better than LOCSVM in 6 comparisons, not much worse in 2 comparisons and similar in 2 comparisons. With the paired comparisons of the AUCs, we can figure that OCSTM is better or similar to OCSVM in 11 out of 12 comparisons, and LOCSTM is better or similar to LOCSVM in 8 out of 12 comparisons. In target class 2 of LUNG dataset, the AUC of LOCSTM and LOCSVM are both under 0.5, which means the classification results do not make any sense. Thus, we use ‘−−’ in Table 6, which means the algorithms are invalidation in the case.

For more details about the performance with the training sample sizes, we tested OCSTM, LOCSTM, OCSVM and LOCSVM over different training sizes (2, 4, 6 and 8) on all the datasets in Table 1. To get a more visual image of the classification performance with respect to the training set size, we illustrate the experimental results in Figure 2-8.

From the tendency of the averaged test accuracy and AUC with respect to the training set sizes shown in the figure, we can summarize that tensor representation classifiers have
Figure 2: Classification performance of OCSTM, LOCSTM, OCSVM and LOCSVM on IRIS dataset with respect to the training sample sizes. (a) and (b) are results of test accuracy and AUC of target class 1, (c) and (d) are results of test accuracy and AUC of target class 2, (e) and (f) are results of test accuracy and AUC of target class 3, respectively.
Figure 3: Classification performance of OCSTM, LOCSTM, OCSVM and LOCSVM on IMPORT dataset with respect to the training sample sizes. (a) and (b) are results of test accuracy and AUC of target class 1, respectively.

Figure 4: Classification performance of OCSTM, LOCSTM, OCSVM and LOCSVM on IONOSPHERE dataset with respect to the training sample sizes. (a) and (b) are results of test accuracy and AUC of target class 1, respectively.
Figure 5: Classification performance of OCSTM, LOCSTM, OCSVM and LOCSVM on LUNG dataset with respect to the training sample sizes. (a) and (b) are results of test accuracy and AUC of target class 2, (c) and (d) are results of test accuracy and AUC of target class 3, respectively.
Figure 6: Classification performance of OCSTM, LOCSTM, OCSVM and LOCSVM on SONAR dataset with respect to the training sample sizes. (a) and (b) are results of test accuracy and AUC of target class 1, respectively.

Figure 7: Classification performance of OCSTM, LOCSTM, OCSVM and LOCSVM on DELDTPUMP AR dataset with respect to the training sample sizes. (a) and (b) are results of test accuracy and AUC of target class 2, respectively.
Figure 8: Classification performance of OCSTM, LOCSTM, OCSVM and LOCSVM on USPS dataset with respect to the training sample sizes. (a) and (b) are results of test accuracy and AUC of target class 2, respectively.

a significant performance in all vector-based dataset. When the training set is small (2 or 4 samples), tensor representation classifiers outperform vector-based ones. Specially, for test accuracy, tensor-based classifiers are better than vector-based ones in 11 out of 12 comparisons. For the AUC evaluation criterion, tensor-based classifiers are better than or similar to the vector-based ones in 10 out of 12 comparisons.

5 Experimental evaluations on tensor-based dataset

The ORL dataset [34] consists of forty people’s face images, with ten different grayscale images for each one. All the images are taken against a dark homogeneous background with the head in an upright and frontal position. The 40 subjects have a wide range of facial features, including varying lighting, smiling, closed eyes, skin tone, baldness, beard, glasses and gender. Each image is size of $28 \times 23$ with 256 grayscale levels per pixel, and all the features are scaled to $[0, 1]$. Since we are interested in testing the effectiveness of tensor-based algorithms when the dimensionality of the data is large and the available training set is small, we do not perform cropping or resizing of the images which reduces the number of features in the data.

We compare the four classifiers: OCSTM, OCSVM, LOCSTM and LOCSVM for all the 40 target classes of ORL dataset. For each one-class classification experiment, we consider a subset (2 samples, 5 samples and 8 samples) of the target class for training, the rest is considered for testing. There are 120 experiments in all.

Obviously, it is an unbalanced classification problem, since there are only 10 samples in the target class and 390 samples in the outlier. Thus, we introduce two evaluation
indexes: TPR and Gmeans. TPR is the true positive rate of the classifier, and Gmeans report the geometric mean of TPR and TNR (true negative rate). We use Leave One Out (LOO) to find the best parameters in this part, since the target classes are very small.

In a brief exhibition, Table 7 only summarizes the results of OCSTM versus OCSVM on 40 target classes, while training size is 8. We can see that in the 40 experiments, the TPR of OCSTM is much better than that of OCSVM in 12 comparisons, and the rest 28 comparisons are the same. The Gmeans of OCSTM make a significant performance as well. 12 out of 40 comparisons show better performance and 22 out of 40 comparisons are the similar to those of OCSVM. By contrary, for the AUCs of OCSTM, only 4 out of 40 comparisons show better performance than those of OCSVM.

For a full picture of the four classifiers on the 120 experiments, we conclude the TPR, AUC and Gmeans of the two paired comparisons (OCSTM vs OCSVM, LOCSVM vs LOCSVM) in Table 8. We can see that for TPR index, tensor-based classifiers achieved better performance than vector-based classifiers. For Gmeans index, OCSTM performs better than OCSVM. As for AUCs, vector-based classifiers are superior to tensor-based classifiers.

Furthermore, the average performance of the 40 target classes with respect to the training sample sizes is illustrated in Figure 9. We can see that linear one-class classifiers are much better than the nonlinear ones on TPR and Gmeans, and nonlinear one-class classifiers are better on AUC. As can be seen, the tensor-based classifiers are almost better than the corresponding vector ones on TPR and Gmeans. Although tensor-based classifiers have not significant performance on AUC, we can see that the AUCs of OCSTM are almost same as those of OCSVM.

6 The General Algorithm for One-Class Support Tensor Machine

The OCSTM algorithm described above takes second order, i.e., matrices, as input data. Furthermore, we briefly describe a general algorithm for OCSTM in this section. Let \( \{ \mathbf{T}_i \}, i = 1 \ldots l \) denote the training sample set, where \( \mathbf{T}_i \in \mathbb{R}^{n_1} \otimes \cdots \otimes \mathbb{R}^{n_k} \) is the \( k \)-th order tensor.

The optimization problem of OCSTM with \( k \)-th order tensors is:

\[
\begin{align*}
\min_{\mathbf{W}, \rho, \xi} & \quad \frac{1}{2} \| \mathbf{W} \|_2^2 + \frac{1}{\nu l} \sum_{i=1}^{l} \xi_i - \rho \\
\text{s.t.} & \quad (\mathbf{W} \cdot \mathbf{T}_i) \geq \rho - \xi_i \\
& \quad \xi_i \geq 0, i = 1, \cdots, l
\end{align*}
\]

where \( \mathbf{W} \in \mathbb{R}^{n_1} \otimes \cdots \otimes \mathbb{R}^{n_k} \) is the weight tensor of the separating hyperplane, \( \xi_i \) and \( \rho \) have the same meaning as the discussion above.
Table 7. Classification performance of 40 target classes in ORL dataset, with 8 training samples.

<table>
<thead>
<tr>
<th>Target Class</th>
<th>Algorithm</th>
<th>TPR</th>
<th>AUC</th>
<th>Gmeans</th>
<th>Target Class</th>
<th>Algorithm</th>
<th>TPR</th>
<th>AUC</th>
<th>Gmeans</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>OCSTM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td>21</td>
<td>OCSTM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>0.8359</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>1</td>
<td>0.9423</td>
<td>0.9687</td>
<td>22</td>
<td>OCSTM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>1</td>
<td>0.9090</td>
<td>0.8872</td>
<td>23</td>
<td>OCSTM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>0.9940</td>
<td>0.7071</td>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td>24</td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9949</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>0.9936</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9974</td>
<td>0.7062</td>
<td>25</td>
<td>OCSTM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9974</td>
<td>0.7062</td>
<td>26</td>
<td>OCSTM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>1</td>
<td>0.9641</td>
<td>0.9780</td>
<td>27</td>
<td>OCSTM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td>28</td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9872</td>
<td>0.6971</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9917</td>
<td>0.6859</td>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9551</td>
<td>0.7062</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>0.5700</td>
<td>0.0000</td>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9621</td>
<td>0.9780</td>
<td>29</td>
<td>OCSVM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9917</td>
<td>0.6859</td>
<td>30</td>
<td>OCSVM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>0.9500</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9987</td>
<td>0.7062</td>
<td>31</td>
<td>OCSTM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9974</td>
<td>0.7071</td>
<td>32</td>
<td>OCSTM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>0.9974</td>
<td>0.7071</td>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td>33</td>
<td>OCSTM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td>34</td>
<td>OCSTM</td>
<td>0</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td>35</td>
<td>OCSTM</td>
<td>0</td>
<td>0.7090</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0</td>
<td>0.6141</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>0.9885</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>0.9295</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>0.9885</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>1</td>
<td>0.9641</td>
<td>0.9780</td>
<td>36</td>
<td>OCSTM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
<td>OCSVM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
<td>37</td>
<td>OCSTM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td></td>
<td>OCSVM</td>
<td>1</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>1</td>
<td>0.9872</td>
<td>0.9793</td>
<td>38</td>
<td>OCSTM</td>
<td>0.5</td>
<td>0.9974</td>
<td>0.7062</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>1.0000</td>
<td>0.7071</td>
</tr>
<tr>
<td></td>
<td>OCSTM</td>
<td>0</td>
<td>0.9397</td>
<td>0.0000</td>
<td></td>
<td>OCSTM</td>
<td>1</td>
<td>0.9923</td>
<td>0.9936</td>
</tr>
<tr>
<td></td>
<td>OCSVM</td>
<td>0</td>
<td>0.9974</td>
<td>0.0000</td>
<td></td>
<td>OCSVM</td>
<td>0.5</td>
<td>0.9974</td>
<td>0.7071</td>
</tr>
</tbody>
</table>
Table 8. Paired Comparisons with the different training samples.

<table>
<thead>
<tr>
<th>Training Sample</th>
<th>Algorithm Comparison</th>
<th>TPR</th>
<th>AUC</th>
<th>Gmeans</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>OCSTM vs OCSVM</td>
<td>19</td>
<td>20</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>LOCSVM vs LOCSVM</td>
<td>26</td>
<td>14</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>OCSTM vs OCSVM</td>
<td>26</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>LOCSVM vs LOCSVM</td>
<td>15</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>OCSTM vs OCSVM</td>
<td>12</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>LOCSVM vs LOCSVM</td>
<td>9</td>
<td>31</td>
<td>0</td>
</tr>
</tbody>
</table>

Figure 9: Averaged performance of the 40 target classes on ORL dataset with respect to the training sample sizes. (a), (b) and (c) are the averaged results of TPR, AUC and Gmeans, respectively.
First, we introduce Lagrange multipliers $\alpha_i, \beta_i \geq 0$, $i = 1 \ldots l$ for each of the inequality constrains. This gives Lagrangian:

$$\mathcal{L}(\mathbf{W}, \rho, \xi, \alpha, \beta) = \frac{1}{2} \|\mathbf{W}\|^2 + \frac{1}{\nu l} \sum_{i=1}^{l} \xi_i - \rho$$

$$- \sum_{i=1}^{l} \alpha_i((\mathbf{W} \cdot \mathbf{T}_i) - \rho + \xi_i) - \sum_{i=1}^{l} \beta_i \xi_i. \tag{37}$$

Setting the derivatives with respect to the primal variables $\mathbf{W}, \xi_i, \rho$ equal to zero, we have:

$$\frac{\partial \mathcal{L}}{\partial \mathbf{W}} = 0 \Rightarrow \mathbf{W} = \sum_{i=1}^{l} \alpha_i \mathbf{T}_i \tag{38}$$

$$\frac{\partial \mathcal{L}}{\partial \rho} = 0 \Rightarrow \sum_{i=1}^{l} \alpha_i = 1 \tag{39}$$

$$\frac{\partial \mathcal{L}}{\partial \xi_i} = 0 \Rightarrow \frac{1}{\nu l} - \alpha_i - \beta_i = 0 \tag{40}$$

Then we can get the dual problem:

$$\min_{\alpha} \quad \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j (\mathbf{T}_i \cdot \mathbf{T}_j)$$

$$\text{s.t.} \quad 0 \leq \alpha_i \leq \frac{1}{\nu l}$$

$$\sum_{i=1}^{l} \alpha_i = 1, i = 1, \ldots, l \tag{41}$$

Obviously, the optimization problem in (41) is the generalization of the standard linear OCSVM to tensor patterns in tensor space. When the input samples $\mathbf{T}_i$ are vectors, it degenerates into the standard linear OCSVM. By introducing a nonlinear feature mapping $\Phi(\cdot)$, $\mathbf{T}_i$ can be mapped from original tensor space into feature space. With kernel trick, let

$$K(\mathbf{T}_i, \mathbf{T}_j) = (\Phi(\mathbf{T}_i) \cdot \Phi(\mathbf{T}_j)) \tag{42}$$

Then we can get the non-linear OCSTM classification model by solving the convex quadratic programming:

$$\min_{\alpha} \quad \frac{1}{2} \sum_{i,j=1}^{l} \alpha_i \alpha_j K(\mathbf{T}_i, \mathbf{T}_j)$$

$$\text{s.t.} \quad 0 \leq \alpha_i \leq \frac{1}{\nu l}$$

$$\sum_{i=1}^{l} \alpha_i = 1, i = 1, \ldots, l \tag{43}$$
The resulting decision function is:

\[ f(X) = \text{sgn}(\sum_{i=1}^{t} \alpha_i K(T, T_i) - \rho) \]  

(44)

From the above statement, we can see that tensor-based learning algorithm degenerates into the study of kernel function, and the success of kernel methods depends strongly on the data representation encoded into the kernel function. There are some studies on kernel function for tensors, such as naive kernel [23], matrix kernel function [25, 26], factor kernels [23], \( K_{3rd} \) kernel [27] and structure-preserving kernel [24].

7 Conclusions and future work

In this work we propose a new one-class classification algorithm named the One-Class Support Tensor Machine. OCSTM uses tensor as input data, and aims to separate almost all the samples of target class from the origin with maximal margin. The benefits of the proposed algorithm are twofold. First, the use of direct tensor representation is helpful to retain the data topology more efficiently. The second benefit is that tensor representation can greatly reduce the number of parameters. It helps overcome the overfitting problem encountered mostly in vector-based algorithms and especially suits for high dimensional and small sample size problem. To solve the optimization problem corresponding to OCSTM, we use alternative projection method in which the parameters corresponding to the projections are estimated by solving a standard OCSVM optimization problem. For the above mentioned benefits of tensor representation, we validate our proposed algorithm both on vector-based and tensor-based datasets. As expected, the tensor-based one-class classification algorithms yield better generalization performance.

However, there are some drawbacks of the proposed method. Although tensor representation has greatly reduced the number of parameters, the iteration of solving parameters still cost lots of time. Due to the alternative projection algorithm, the training time of OCSTM is much more than vector-based algorithms. A possible direction on the work is to investigate more efficient computational methods for solving the optimization problems of OCSTM. Further study on this topic will also include the kernel technology. We use TRBF kernel matrix, which is based on the Gauss kernel function in vector space, for nonlinear classification problems in this paper. Further study on kernel technology and the application of high order OCSTM will be dealt with in the future. Another interesting topic is to apply the OCSTM to real world classification, since the data point is originally expressed in tensor representation in many application areas.
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